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A B S T R A C T

Dynamical diffraction effects always play a role when working with perfect single crystals. The penetration of X-
rays respect to the surface normal during diffraction (extinction depth - 1/σe) in perfect single crystals does not
have a constant value. The value changes for different angular positions on the crystal diffraction condition. For
higher X-ray energies this value can change from few micrometers to tens of millimeters for each different crystal
angular position in the small angular range of the diffraction condition. This effect may spread a single point in
the object (sample) as a line in the image detector, especially if the crystal is set (or if the sample angularly
deviates the beam) at lower diffraction angle positions, where the surface component of X-ray penetration can
achieve huge values. Then, for imaging experiments where the dynamical diffraction occurs, such intrinsic
property can affect the image resolution. We have modeled and experimentally checked such a dynamical dif-
fraction property using, as example, an Analyzer-based X-ray phase contrast imaging setup (ABI) at two different
X-ray energies: 10.7 keV and 18 keV. The results show that our theoretical model is consistent with the measured
results. For higher energies the blur effect is enhanced and intrinsically limits the image spatial resolution.

1. Introduction

Dynamical diffraction effects always play a role when working with
perfect and nearly perfect single crystals (strained due to stress crys-
tals). Within the dynamical condition, the penetration of X-rays respect
to the surface normal during diffraction (extinction depth) in perfect
single crystals does not have a constant value (Pinsker, 1978; Authier,
2001; Hönnicke and Cusatis, 2005; Hönnicke et al., 2008a). The value
changes for different angular positions on the crystal diffraction con-
dition. For higher X-ray energies this value can change from few mi-
crometers to tens of millimeters for each different crystal angular po-
sition in the small angular range of the diffraction condition (Hönnicke
et al., 2008a). Such an effect can be minimized for nearly perfect single
crystals, since the strain due to stress, strongly affects the extinction
(Authier, 2001; Tanner, 1976).

Then, for imaging experiments, when dynamical diffraction occurs
(Davis et al., 1995; Morelhao et al., 2010; Zhou et al., 2014; Caudevilla
et al., 2017; Ludwig et al., 2001; Johnson et al., 2008; Shabalin et al.,
2017; Hu et al., 2018), the variable extinction depth may spread a
single point in the object (sample) as a line in the image detector. This
spoils the image resolution especially if the crystal (or portion of the
sample) is set (or it is) at the lower diffraction angle position on its

diffraction profile (rocking curve), where the surface component of X-
ray extinction can achieve huge values. Note that, very often, in ima-
ging experiments when dynamical diffraction occurs, the extinction
depth is considered, theoretically, to have a constant value since the
major part of the works take use of the extinction length (or Pendel-
lösung length) (ΛB) which presents a constant value (Hu et al., 2018;
Kaganer et al., 2001; Nesterets et al., 2004).

In this work, the variable extinction depth effect is theoretically and
experimentally explored, using as an example, an analyzer-based X-ray
phase contrast imaging setup (ABI) (Hönnicke et al., 2007, 2008b) in
Bragg case (Fig. 1) with symmetrically-cut perfect single crystals at two
different X-ray energies (10.7 keV and 18 keV). Theoretical studies were
modeled by simulating the ABI images of a 300 μm polyamide wire.
Two different approaches were employed in the simulations: (i) ana-
lyzer crystal for a plane and monochromatic X-ray wave beam and; (ii)
non-dispersive double crystal setup. For the modelling validation, the
simulated images were compared with measured ones taken from a real
300 μm polyamide wire. It is good to mention here, that quantitative
analyzer based X-ray phase contrast imaging have been widely explored
in the literature (Kaganer et al., 2001; Nesterets et al., 2004; Davies,
1996; Kitchen et al., 2007; Bravin et al., 2007; Maksimenko, 2007;
Zhang et al., 2007; Hönnicke et al., 2012; Majidi et al., 2014) and
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where, when mentioned, the extinction depth is based on the extinction
length (Kaganer et al., 2001; Nesterets et al., 2004) which is considered
to have a constant value.

2. Dynamical diffraction and extinction depth

For determining the X-ray penetration in single crystals in (extinc-
tion depth) and out (penetration depth) of the diffraction condition, we
need to explore the Dynamical Theory of X-ray diffraction for plane and
monochromatic X-ray wave beam approximation. Then, the penetration
depth (1/σ) can be defined as (Pinsker, 1978):

=
µ
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(1)

where σ is the attenuation factor μ is the linear attenuation coefficient
and γ0 is the direction cosine of the incident angle respect to the crystal
surface normal.

For the extinction depth (1/σe), where σe is the extinction factor, for
easy representation of the equations, we firstly define the y scale (an-
gularly dependent):
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where χ0 and χh.are the polarizabilities, θ0 is the diffraction angle, θ is
the Bragg angle and C is the polarization factor. In the y scale, the
angular range where the diffraction occurs, is divided in three different
regions: y > 1 (I) (maximum wavefield amplitude on the atomic
planes), 1 > y > −1 (II) (maximum reflectivity region) and y < −1
(III) (maximum wavefield amplitude between the atomic planes). Then,
the extinction depth (1/σe), for the adjacent regions of the maximum
reflectivity (I and III), will be given by:
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where ε is the dielectric constant. And, for the maximum reflectivity
region the extinction depth (1/σe) is given by:
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where χhr.and χ0i.are the real and imaginary parts of the polarizabilities

χh.and χ0, respectively. At last, the extinction depth (1/σe) for y= ±1
is given by:
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With the equations from (2) to (5) one can plot the extinction deph
versus angle as shown in Fig. 1c). Note that, the extinction depth limit
(1/σe) for large |y| is the penetration depth (1/σ). Also, as mentioned in
the introduction, very often, for imaging experiments when dynamical
diffraction occurs, the extinction depth, based on the extinction length
(Hu et al., 2018; Kaganer et al., 2001; Nesterets et al., 2004), is con-
sidered, theoretically, to have a constant value, so that:
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If one takes y=0 in equation (4), we should get, approximately, the
same value got with equation (6) as, schematically shown by, the green
dashed line in Fig. 1c).

3. Modelling the simulated images

We have worked with two different approaches. Firstly, we created
scripts, which works in Matlab or Octave, to simulate the expected
acquired images with a plane and monochromatic X-ray wave beam.
Secondly, an improved model, based on a non-dispersive double crystal
setup was created, based on scripts which also works in Matlab or
Octave, to compare with experimental results. Both models were cre-
ated for a Bragg case ABI for two different setups: Si 333 crystals at
10.7 keV and Si 444 crystals at 18 keV.

3.1. Plane and monochromatic X-ray wave beam

For this approach we firstly simulated the extinction depth and the
Darwin-Prins curve of Si 333 at 10.7 keV and Si 444 at 18 keV for
symmetric Bragg case. The simulated curves for Si 333 at 10.7 keV is
shown in Fig. 1b and c. These curves were stored in the database. After
that, we have simulated the angular deviations of the X-ray beam, in-
cluding the X-ray beam attenuation, for a 300 μm polyamide wire. This
simulation was done with a resolution of 10 μm, i.e., the portion of the
beam cross section which cross the sample was striped in 30 different
sections. Since each sample strip is characterized by one angular de-
viation (Δθ) of the beam and, each angular deviation can be seen as an

Fig. 1. (a) Schematic representation of an
analyzer-based X-ray phase contrast ima-
ging (ABI) for a plane and monochromatic
wave beam. The sample slightly deviates,
angularly (Δθ), the portion of the X-ray
beam which cross the sample. Such devia-
tion can be seen as an angular scan of the
beam by the analyzer crystal. As an ex-
ample, only three different positions (1–3)
are represented in the figure. In our model
to simulate the images, around 30 different
positions were considered (corresponding
to 30 different spatial positions on the por-
tion of the beam cross section which crosses
the sample). (b) The portion of the X-ray
beam which cross the sample angularly scan
the analyzer crystal as a rocking curve
where, as an example, only three different
angular positions are shown (1′-3′) The
different angular positions correspond to
different extinction depth (1/σe) on the
analyzer crystal (1–3) (c). The variable ex-
tinction depth is responsible for changing
(blurring) the projected image.
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angular scan of the beam by the analyzer crystal, the angular deviations
for each different sample strip was stored in the database and then
matched with the correspondent extinction depth and the

correspondent reflectivity values. Then, a reflectivity value and an ex-
tinction depth value are attributed to each sample strip. The intensity
registered in a two dimensional detector, for each sample strip, is then

Fig. 2. Simulated analyzer-based X-ray phase contrast images (ABI) of a 300 μm thick polyamide wire, for a plane and monochromatic X-ray wave beam and Si 333
analyzer crystal at 10.7 keV. (a–c) Slope minus, top and slope plus images for 1/σe constant. (d–f) Slope minus, top and slope plus images for 1/σe variable. (g–i)
Image cross sections. Solid black lines: 1/σe constant. Open red circles: 1/σe variable. (For interpretation of the references to colour in this figure legend, the reader is
referred to the Web version of this article.)

Fig. 3. Simulated analyzer-based X-ray phase contrast imaging (ABI) of a 300 μm thick polyamide wire, for a plane and monochromatic X-ray wave beam and Si 444
analyzer crystal at 18 keV. (a–c) Slope minus, top and slope plus images for 1/σe constant. (d–f) Slope minus, top and slope plus images for 1/σe variable. (g–i) Image
cross sections. Solid black lines: 1/σe constant. Open red circles: 1/σe variable. (For interpretation of the references to colour in this figure legend, the reader is
referred to the Web version of this article.)
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spread in different areas corresponding to different (1/σe)γ0 (Fig. 1a).
The intensity in each area is normalized by the maximum reflectivity
value of each sample strip. Also the spread beam has an exponential
decay over its cross section for each sample strip. This information is
stored in a single image matrix and summed up for each one of the
image strip. The final image results joined with their cross sections are
shown in Fig. 2 for Si 333 at 10.7 keV and in Fig. 3 for Si 444 at 18 keV
for three different angular positions on the analyzer crystal (slope
minus, top and slope plus, which correspond to positions 2, 1 and 3,
respectively in Fig. 1a). The results are compared with simulated
images taken for constant (1/σe) values. Strong differences were de-
tected for both cases. However, these simulations are for an ideal case
(plane and monochromatic X-ray wave beam). To be more realists we
carried on a similar approach for a non-dispersive double crystal setup
for symmetric Bragg case which is very often used for ABI purposes.

3.2. Non-dispersive double crystal setup

This setup is used for analyzer-based X-ray phase contrast imaging.
The setup modeled here (Fig. 4) is for a Bragg case and symmetrically-
cut crystals. For this approach we firstly had to simulate the analyzer
rocking curve (Fig. 4c), which now is a correlation between the Darwin-
Prins curve of the first crystal (monochromator) and the Darwin-Prins
curve of the second crystal (analyzer) (Fig. 4b and d). The correlated
reflectivity curves of Si 333 at 10.7 keV and Si 444 at 18 keV for sym-
metric Bragg case were stored in the database. For the extinction depth
values since each sample strip is characterized by one angular deviation
(Δθ) of the beam and, each angular deviation can be seen as an angular
scan of the beam by the analyzer crystal, we can look for the schematic
representation of the correlation procedure (Fig. 4d) and consider that,
for each angular deviation there is a range of 1/σe limited by the width
(w) (Fig. 4e). This gets the 1/σe profile smoother. Such an average
procedure was modulated by a Gaussian profile. Then, the averaged 1/
σe values for each angular deviation (or sample strip) was also stored in
the database. Again, we have simulated the angular deviations of the X-
ray beam, including the X-ray beam attenuation, for a 300 μm

polyamide wire with the same parameters described in the previous
sub-section. The stored angular deviations for each different sample
strip are then matched with the correspondent averaged 1/σe and the
correspondent correlated reflectivity values. Again, a reflectivity value
and an extinction depth value are attributed to each sample strip. The
intensity registered in a two dimensional detector, for each sample
strip, is then spread in different areas corresponding to different aver-
aged (1/σe). γ0 (Fig. 4a). The intensity in each area is normalized by the
maximum correlated reflectivity value of each sample strip. As in the
previous subsection, the spread beam has an exponential decay over its
cross section for each sample strip. This information is stored in a single
image matrix and summed up for each one of the image strip. The final
image results joined with their cross sections are shown in Fig. 5 for Si
333 at 10.7 keV and in Fig. 6 for Si 444 at 18 keV for three different
angular positions on the analyzer crystal (slope minus, top and slope
plus, which correspond to positions 2, 1 and 3, respectively in Fig. 4a).
The results are compared with simulated images taken for constant (1/
σe) values. For lower energies (10.7 keV) no differences could be seen.
Differences were detected only for the higher energies (18 keV). We can
still try to estimate the blurring as function of energy. This is an esti-
mative, since the blur depends, among other factors, of (1/σe)γ0 and of
the rocking curve width, which changes from one diffraction plane to
other, even for the same X-ray energy. The changes in both quantities
strongly affect the blur sensitivity. Then, we simulated another set of
ABIs for an X-ray beam energy of 14 keV with a non-dispersive double
crystal Si 333 setup. Therefore, we have simulated ABIs at three dif-
ferent energies in order to estimate, in a graph, the contribution to the
blurring as function of the X-ray beam energy. To do the graphics, first
we need to quantify the blurring. For that we defined the Relative
Image Blur (RIB) as:

=
( )
( )RIB

dI
dx

iable

dI
dx cons t

1/ var

1/ tan

e
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where (dI/dx) 1/σe –variable is the derivative of the intensity respect to the

Fig. 4. (a) Schematic representation of an analyzer-based X-ray phase contrast imaging (ABI) for a non-dispersive double crystal setup. As mentioned in Fig. 1, the
sample slightly deviates, angularly (Δθ), the portion of the X-ray beam which crosses the sample. Such deviation can be seen as an angular scan of the beam by the
analyzer crystal. As an example, only five different positions (1–5) are represented in the figure. In our model to simulate the images, around 30 different positions
were considered (corresponding to 30 different spatial positions on the portion of the beam cross section which cross the sample). (b) For non-dispersive double
crystal, the portion of the beam which is angularly deviated by the sample, and angularly scan this beam portion in the analyzer crystal, can be represented by a
correlation of the Darwin-Prins curve of the monochromator (first crystal) and the Darwin-Prins curve of the analyzer (second crystal) which results in a diffraction
profile (rocking curve) shown in (c) where, as an example, five different angular positions (1′-5′) are shown. (d) Schematic representation of the correlation process.
For each different angular deviation (defined by different Δθs), a different angular width (w1 to w5) is restricted by the two crystals. The different widths are used to
average (Gaussian normalized) the different extinction depths (1/σe), schematically shown, by the different angular stripes in (d).
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position on the area detector across the sample edge for variable 1/σe
ABIs and (dI/dx) 1/σe –constant is the derivative of the intensity respect to
the position on the area detector across the sample edge for constant 1/

σe ABIs. The RIB results are shown in Fig. 7 for ABIs simulated at the
three different angular positions on the analyzer crystal (slope minus,
top and slope plus, which correspond to positions 2, 1 and 3,

Fig. 5. Simulated analyzer-based X-ray phase contrast images (ABI) of a 300 μm thick polyamide wire, for a non-dispersive double crystal setup and Si 333 analyzer
crystal at 10.7 keV. (a–c) Slope minus, top and slope plus images for 1/σe constant. (d–f) Slope minus, top and slope plus images for 1/σe variable. (g–i) Image cross
sections. Solid black lines: 1/σe constant. Open red circles: 1/σe variable. For this approach at lower X-ray energies (10.7 keV) any difference was detected among
constant and variable 1/σe. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)

Fig. 6. Simulated analyzer-based X-ray phase contrast images (ABI) of a 300 μm thick polyamide wire, for a non-dispersive double crystal setup and Si 444 analyzer
crystal at 18 keV. (a–c) Slope minus, top and slope plus images for 1/σe constant. (d–f) Slope minus, top and slope plus images for 1/σe variable. (g–i) Image cross
sections. Solid black lines: 1/σe constant. Open red circles: 1/σe variable. For this approach at higher X-ray energies (18 keV) differences were detected among
constant and variable 1/σe. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)
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respectively in Fig. 4a). For the top and slope minus angular positions
there is a tendency to an exponential growth of RIB. However, as pre-
viously mentioned, this is an estimative. More exhaustive simulations
on different diffraction planes and diffraction plane orders at different
X-ray beam energies need to be carried out in order to predict such RIB
behaviour.

At last, to check the validity of our theoretical model we compared
it with experimental results which will be described in the next section.

4. Experimental validation

For the experimental validation of our theoretical model (blur due
to the dynamical diffraction condition), we have taken experimental
images of a 300 μm polyamide wire, acquired with two different ABI
non-dispersive setups (Si 333 double crystal setup at 10.7 keV and Si
444 double crystal setup at 18 keV), described elsewhere (Hönnicke
et al., 2007, 2008b). However, since the detectors are different in both
experimental cases, we had to include in our Matlab/Octave scripts the
image detector contribution (blur due to the image detector in-
strumentation).

For the 10.7 keV ABI setup a direct conversion CCD detector with
pixel size of 22.5×22.5 μm2 was employed. Since the theoretical pixel
size of our theoretical model is 10×10 μm2, we included an average
2×2 binning in our final simulated image. The simulated image results
including the detector contribution and the measured images joined
with their image cross sections are shown in Fig. 8 for two different
angular positions on the analyzer crystal (top and slope plus, which
correspond to positions 1 and 3, respectively in Fig. 4a).

For the 18 keV ABI setup, an indirect conversion CCD detector with
pixel size of 3.5× 3.5 μm2 and a 2×2 binning was employed. The
calculated spatial resolution of this detector with the 2× 2 binning is
24× 24 μm2. This was included in our simulated images with a point
spread function (PSF) of 24 μm. The simulated image results including

Fig. 7. Relative image blur (RIB) versus X-ray beam energy calculated from the
acquired simulated images for the non-dispersive double crystal setup for three
different X-ray beam energies (10.7 keV and Si 333,14 keV and Si 333 and
18 keV and Si444) and three different angular positions on the analyzer crystal
(slope minus, top and slope plus, which correspond to positions 2, 1 and 3,
respectively in Fig. 4a). The RIB was determined across the left sample edge.

Fig. 8. Experimental validation for a non-dispersive double crystal setup and Si 333 analyzer crystal at 10.7 keV. (a–b) Top and slope plus simulated analyzer-based
X-ray phase contrast images (ABI) (1/σe variable) of a 300 μm thick polyamide wire. (c–d) Top and slope plus measured images. (e–f) Image cross sections. Solid
green lines: simulated ABIs. Open blue circles: measured ABIs. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web
version of this article.)
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the detector contribution and the measured images joined with their
image cross sections are shown in Fig. 9 for two different angular po-
sitions on the analyzer crystal (top and slope plus, which correspond to
positions 1 and 3, respectively in Fig. 4a).

The results for both energies (lower and higher) are reasonable,
showing that our theoretical model is consistent. However, there are
some slight differences between the simulated and measured images for
the 10.7 keV ABI non-dispersive double crystal setup which can be

Fig. 9. Experimental validation for a non-dispersive double crystal setup and Si 444 analyzer crystal at 18 keV. (a–b) Top and slope plus simulated analyzer-based X-
ray phase contrast images (ABI) (1/σe variable) of a 300 μm thick polyamide wire. (c–d) Top and slope plus measured images. (e–f) Image cross sections. Solid green
lines: simulated ABIs. Open blue circles: measured ABIs. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version
of this article.)

Fig. 10. Relative image blur (RIB) versus X-ray beam energy for experiment validation purposes. (a) Calculated RIB for the non-dispersive double crystal setup for
two different energy values (10.7 keV and Si 333 and 18 keV and Si444) including the detector binning and/or the detector point spread function (PSF) for two
different angular positions on the analyzer crystal (top and slope plus, which correspond to 1 and 3, respectively in Fig. 4a). (b) Experimental RIB for the same
parameters described in (a). The RIBs were determined across the left sample edge.
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attributed to the narrower theoretical diffraction profile compared with
the measured one. This can be easily adjusted. Other slight differences
were found for the 18 keV ABI non-dispersive double crystal setup. For
Fig. 9e seems that the measured image was not acquired exactly in the
top of the analyzer crystal rocking curve. For that the simulation can
also be easily adjusted. Another point are the peaks found in the middle
of Fig. 9e and in the right side of Fig. 9f. These peaks appeared in the
simulated images and are correlated to the singularity in the extinction
depth for the maximum value. However, note that for the image 9f
there is a very slight tendency on the measured image to follow such a
peak. We need to test our model with other image models in order to
check if such peaks can be found. Since the singularity point is strongly
sensible to stress due strain in the crystal, this value can easily be re-
duced by a factor of 5. Also for this specific point the divergence of the
beam can play an important role, since the width of the 1/σe is angu-
larly narrow at this position. The implementation of the divergence in
our code is envisaged.

To be more quantitative, we calculated the RIB for the simulated
ABIs including the detector contribution as well as for the measured
ABIs. The results are shown in Fig. 10. Significant differences were
found in the lower energies ABIs which, as mentioned in the previous
paragraph, can be can be attributed to the narrower theoretical dif-
fraction profile compared with the measured one.

5. Discussion and conclusion

We have modeled a dynamical diffraction based X-ray imaging ex-
periment taking into account the variable extinction depth (1/σe). By
the simulations we have shown, for an analyzer-based X-ray phase
contrast imaging setup (ABI) and a plane and monochromatic X-ray
wave beam, that such dynamical diffraction property can severely blur
the acquired images, especially at higher energies (18 keV). A more
realistic simulation, based on a non-dispersive double crystal setup,
including image detector contributions showed close agreement be-
tween the simulated and measured images for two different ABI non-
dispersive setups (Si 333 double crystal setup at 10.7 keV and Si 444
double crystal setup at 18 keV). Slight differences between the simu-
lated and measured image cross sections were be attributed to: i) nar-
rower theoretical diffraction profile compared with the measured one;
ii) slight difference between the theoretical and measured rocking curve
angular where the image was acquire and; iii) the singularity in the
extinction depth for the maximum value (1/σe) which is responsible for
small peaks in the higher energies (18 keV) ABIs. Since the singularity
in extinction depth is strongly sensible to stress due strain in the crystal,
this effect can easily suppressed in experimental results. Also, for this
specific angular position the divergence of the beam can play an im-
portant role, since the width of the 1/σe is angularly narrow at this
position. The implementation of the divergence in our code, to better
estimate this, is envisaged.
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