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ABSTRACT

In this work, we show that a finite-time recurrence analysis of different chaotic trajectories in two-dimensional non-linear Hamiltonian
systems provides useful prior knowledge of their dynamical behavior. By defining an ensemble of initial conditions, evolving them until
a given maximum iteration time, and computing the recurrence rate of each orbit, it is possible to find particular trajectories that widely
differ from the average behavior. We show that orbits with high recurrence rates are the ones that experience stickiness, being dynamically
trapped in specific regions of the phase space. We analyze three different non-linear maps and present our numerical observations considering
particular features in each of them. We propose the described approach as a method to visually illustrate and characterize regions in phase
space with distinct dynamical behaviors.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0102424

Recurrence, as not only a fundamental characteristic of many
dynamical systems, is also an intrinsic feature of stickiness phe-
nomena. In non-linear Hamiltonian dynamics, stickiness hap-
pens when chaotic trajectories visit specific regions of phase
space going through successive dynamical traps. We investigate
the connection between different initial conditions, highly recur-
rent trajectories, and the stickiness phenomena considering three
Hamiltonian maps. These are as follows: First, the well-studied
standard map where the proposed recurrence analysis makes
evident the inherent sensitivity on initial conditions of chaotic
orbits. Second, the simplified Fermi-Ulam model where it is pos-
sible to find specific trajectories that differ from the average
dynamical behavior of a large ensemble of initial conditions. And
finally, the Ullmann map, a model for the magnetic field lines of
a tokamak under suitable perturbation regimes, where we com-
bine prior analyses to find relevant trajectories in phase space.
Additionally, the outlined recurrence approach is proposed as
a general method to study and characterize different regions of
given phase spaces.

I. INTRODUCTION

Hamiltonian systems under small periodic perturbations have
been studied for decades due to rich dynamical properties in both

chaotic and regular motions.1–6 In particular cases, these systems
can be described by symplectic two-dimensional non-linear maps,
which are often deliberately simplistic models for higher dimen-
sional dynamical systems in many areas of science.7–10

The area-preserving phase spaces of such systems are com-
posed by a local and/or global chaotic sea along with KAM islands
of periodic dynamics.11 These are called mixed phase spaces, where a
chaotic orbit evolved from initial conditions (ICs) at the chaotic sea
may experience different dynamical behaviors in a given maximum
iteration time. In that sense, it is interesting to have a finite-time
analysis on the evolution of a single orbit or an ensemble of orbits,
in order to learn and describe exactly how is the chaotic evolution
until a defined maximum iteration time.

Particularly for mixed phase spaces, there exist regions in
which chaotic orbits spend a considerable amount of time expe-
riencing successive dynamical traps. The trajectory, once free
to explore all chaotic regions of phase space, is now tempo-
rally confined in a peculiar quasi-periodic motion in the vicin-
ity around the stability islands. This is the well-known phe-
nomenon of stickiness12–17 that affects transport and statisti-
cal properties of chaotic orbits. In that sense, prior knowledge
if a given trajectory will or will not experience stickiness is
important. Although it is known that it depends on the (i)
IC of the orbit and (ii) the control parameters of the system,
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specifically why and when an orbit will experience stickiness are
still open problems.18 In this work, we explore (i), namely, the
dependence on ICs.

In order to investigate the stickiness and other finite-time
behaviors of Hamiltonian systems described via non-linear symplec-
tic maps, we propose an approach based on the study of recurrence
of a trajectory or an ensemble of trajectories of interest. It is com-
mon to define recurrence if at time tj, a given trajectory x(tj) ≈ x(ti),
with (ti < tj), i.e., returns into the dynamical neighborhood of a
previous state. Considering a threshold distance ε, it is possible to
write a binary recurrence matrix (RM), composed by the elements
Ri,j defined as

Ri,j(ε) =

{

1 if ‖x(ti) − x(tj)‖ < ε
0 otherwise,

(1)

where ‖ · ‖ is a suitable norm. Every entry of 1 in the RM represents
a recurrence of the analyzed trajectory, meaning that x(ti) and x(tj)
are dynamically ε−near to each other. Since we focus in a finite-
time recurrence analysis, it is worth remarking that 0 < ti < tj ≤ N,
where N is the trajectory’s maximum iteration time. In that regard,
RM is size (N × N).

The visual representation of the RM is known as the recur-
rence plot (RP). Usually, the RP depicts every null entry of the RM
by a white pixel and the 1s entries by black pixels. The RPs can be
very different, displaying particular recurrence patterns based on the
evolved trajectory, which is determined by its IC. In addition, one
RP may portray different dynamical behaviors for a given trajec-
tory, considering its evolution up to N. For instance, a chaotic orbit
initiated near periodic regions can produce similar recurrence pat-
terns to a quasi-periodic motion. However, after a sufficient iterated
time, this same trajectory can escape toward other chaotic regions of
phase space, producing patterns-related pure chaotic motion. In this

case, the RP would show us different recurrence patterns for distinct
time windows until the dynamical evolution ends at the maximum
iteration time.

Once the RP of a trajectory of interest is computed, there are
many different measures that are able to quantify and differentiate
several aspects between different RPs. These are called recurrence
quantification analysis (RQA).19,20 The simplest one is the recur-
rence rate (RR), which provides the percentage of recurrence points
as follows:

RR =
1

N2

N
∑

i,j=1

Rij. (2)

Note that RR = RR(N), i.e., the recurrence rate depends on the
maximum iteration time considered for the evolution of the given
trajectory.

Due to the fundamental nature of the stickiness, as a trapped
quasi-periodic motion eventually experienced by particular chaotic
trajectories, the RR is a suitable measure21,22 that can differentiate
purely chaotic orbits from orbits that, indeed, experience stickiness
in the considered time-frame. Moreover, stickiness has also been
studied using tools from recurrence and extreme value theory.23

In this work, we study the finite-time chaotic dynamics via
recurrence analysis in three different non-linear area-preserving
maps: The standard map; the simplified Fermi-Ulam model, and
the Ergodic limiter map or the Ullmann map. In each of them, we
numerically investigate the presence of particular chaotic trajecto-
ries with high RR. We propose that it is possible to identify regions
of high recurrence in phase space and connect them to the phenom-
ena of stickiness. Additionally, we show that it is possible to compute
RR of an ensemble of trajectories and infer that there are specific
ICs that lead to trajectories that will certainly experience stickiness
considering their finite-time evolution.

FIG. 1. Phase space of the SM with k = 1.46, along with four different trajectories in colors (left). RPs with threshold distance ε = 0.05 of the selected four trajectories
evolved until N = 1500 iterations (right).
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The work is structured as follows: In Sec. II, we review the
three models, showing their characteristic phase spaces along with
four different orbits and their respective RPs. In Sec. III, we present
numerical observations provided by the finite-time recurrence anal-
ysis in each one of the models. Finally, we make a general discussion
and draw our conclusions in Sec. IV.

II. PHASE SPACES AND RECURRENCE PLOTS

This section is devoted to reviewing and presenting some gen-
eral aspects of the three selected models. In the first sub-section, we
review the standard map, one of the most studied area-preserving
non-linear maps. In the second, the simplified Fermi-Ulam model,
a toy model of astrophysics background. And finally, the third sub-
section is devoted to the Ergodic limiter map or the Ullmann map, a
non-linear symplectic map that models the magnetic field lines of a
tokamak equipped with an ergodic limiter.

A. Standard map

The standard map (SM), also known as the Chirikov–Taylor
map,24 can be used to describe the motion of a particle constrained to
a movement on a ring while kicked periodically by an external field.
It is possible to define a symplectic non-linear discrete map TSM to
investigate the dynamics via extensive numerical simulations.

The mapping TSM

(

pn, qn

)

=
(

pn+1, qn+1

)

gives the position and
momentum for the (n + 1)th iteration by the following equations:

TSM :

{

pn+1 = pn + k sin(qn) mod (2π)
qn+1 = qn + pn+1 + π mod (2π),

(3)

where the parameter k controls the intensity of the non-linearity and
the added term +π , on the equation for qn+1, is to centralize the
main island on phase spaces. It is also important to mind that this is

an area-preserving map since the determinant of its Jacobian matrix
is equal to unity.

In all of our numerical simulations of the SM, we fixed the
parameter k = 1.46. The resulting mixed phase space is depicted
in the left panel of Fig. 1. Additionally, we selected four different
orbits, evolved up to N = 1500, in distinct regions of phase space
and computed their respective RP, portrayed in the right panels of
Fig. 1.

The RPs depicted in the right panels of Fig. 1 show different
patterns associated with the distinct types of dynamics present in the
mixed phase space of the SM. First, in blue, we see the diagonal lines
of pure periodic motion of an orbit placed on an invariant curve
inside of the central island. Then, in magenta, we see more separated
diagonal lines, also indicating pure periodic dynamics, but for an
orbit placed inside a secondary, period 6, chain of islands. In green,
however, we see peculiar recurrence patterns of complex dynamics
associated with the well-confined chaotic layer between the islands’
chain. Finally, in red, we see the behavior of a chaotic orbit placed
far enough in the chaotic sea that surrounds all phase space.

B. Simplified Fermi-Ulam model

The simplified Fermi-Ulam model (SFUM) is a version of the
Fermi accelerator, which was originally introduced by Enrico Fermi
as a possible explanation for the production of very high-energy cos-
mic rays.25 Its acceleration mechanism involves the repulsion of an
electrically charged particle by strong oscillatory magnetic fields, a
process that is analogous to a classical particle colliding elastically
with an oscillating physical boundary.5,26,27 It is a conservative model
that consists basically of a particle bouncing back and forth between
two rigid walls, one of which is fixed, whereas the other moves
periodically in time with a normalized amplitude κ .

FIG. 2. Phase space of the SFUM with κ = 0.001, along with four different trajectories in colors (left). RPs with ε = 0.05 of these four trajectories evolved until N = 1500
iterations (right).
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The dynamical system is described by a two-dimensional,
nonlinear, area-preserving map TSFUM(Vn, φn) = (Vn+1, φn+1). The
velocity of the particle is the action variable and the phase, related
to the time-dependent boundary, is the angle variable. Taking into
account that the absolute value of velocity changes at the moment
of each collision, the mapping for the simplified version can be
obtained if we approximate the oscillating wall as fixed, but when
the particle suffers a collision, it changes its momentum as if the
wall were moving. This simplified version is valid when the non-
linear parameter κ is relatively small (κ < 0.01) . Hence, the map of
the SFUM is

TSFUM :

{

Vn+1 = |Vn − 2κ sin(φn)|
φn+1 = φn + 2/Vn+1 mod (2π).

(4)

The term 2/Vn+1 corresponds to the time between collisions and
−2κ sin(φn) gives the gain or loss of velocity in each collision.

The phase space V × φ for the FUM is mixed type, composed
of a chaotic sea and KAM islands. In addition, it is bounded by an
invariant spanning curve that plays the role of a boundary: trajec-
tories of lower velocity will never visit a region above this curve, no
matter how many times the trajectory is iterated. A characteristic
phase space of the SFUM, considering κ = 0.001, is shown in the
left panel of Fig. 2.

Similarly to the SM, the four right panels in Fig. 2 depict regions
of distinct dynamics present in phase space of the SFUM. In blue,
we see the complex behavior of a chaotic orbit placed in close vicin-
ity of the invariant spanning curve that bounds the chaotic sea. In
magenta, we see pure periodic behavior of an orbit inside one of
the central KAM islands. In green, we see a complex dynamics of
a chaotic orbit placed close enough to another center KAM island.

Finally, in red, we see the behavior of a chaotic orbit placed far on
the chaotic sea.

C. Ergodic magnetic limiter map

The ergodic magnetic limiter map or Ullmann map (UM)
was proposed as a symplectic two-dimensional non-linear map
that models the magnetic field lines of a tokamak assembled with
an ergodic limiter.28 Tokamaks are toroidal shape machines that
magnetically confine plasma in order to produce controlled ther-
monuclear fusion power.29 Inside the torus, in the plasma core, the
magnetic field is strong and stable enough for the duration of a typ-
ical tokamak discharge. However, on the plasma edge, closer to the
inner walls of the machine, the magnetic field lines are often per-
turbed, forming regions of strong instabilities. In many cases, to
either control or change the magnetic configuration in this outer
region, the tokamak is assembled with devices placed at the border
of the machine. This is the case of ergodic magnetic limiters that
are, basically, outer rings of coils with helical electric current that
periodically perturbs the magnetic field lines at the plasma edge.

The UM is a fitting symplectic model because it can be derived
from a suitable generating function, the profile of the safety factor
q(r) is freely adjustable for a given discharge, and the parameters of
the model are directly linked to experimental parameters of a toka-
mak, such as the intensity of the toroidal magnetic field B0, large
radius R0, small radius b, and radius of the plasma column a. For
complete derivation and additional details regarding the UM, see
Refs. 28 and 30.

The full model is a composition of two maps T
eq
UM

◦ T
pert
UM(yn, xn) = (yn+1, xn+1), where our variables (y, x) are the

dimensionless radius and poloidal angle, respectively, given by y = 1

FIG. 3. Phase space of the UM with δB = 1.50%, along with four different trajectories in colors (left). RPs with ε = 0.05 of the selected four trajectories evolved until
N = 1500 iterations (right).
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− r/b, and x = θ/2π . The first part T
eq
UM is the equilibrium dynamics

with a toroidal correction, given by the following equations:

T
eq
UM :











y∗
n+1 =

yn

1 − a1 sin(xn)

x∗
n+1 = xn +

2π

q0(y∗
n+1)

+ a1 cos(xn),
(5)

where a1 = −0.04 is the first term of the toroidal correction pro-
posed by Ullmann and q0(y) is the equilibrium safety factor calcu-
lated via the Ampère law from a given radial profile of the poloidal
magnetic field.28 The second part T

pert
UM is considering the periodic

perturbation caused by the ergodic magnetic limiter given by the
following equations:

T
pert
UM :

{

yn = y∗
n+1 +

m

m − 1
C(1 − yn)

m−1 sin(mx∗
n)

xn+1 = x∗
n − C(1 − yn)

m−2 cos(mx∗
n),

(6)

where m is the number of coils in the magnetic limiter and C
is a dimensionless constant that shows the relation between the
parameters as follows:

C =
2π

qa

(

b

a

)m−2

δB , (7)

where qa = q0(y = 1 − a/b) is the value of the safety factor at the
plasma column (r = a) and δB is our actual control parameter in
numerical simulations. It denotes intensity of the relative poloidal
perturbation in the magnetic field, which is defined as

δB =
Bex

Bθ (a)
, (8)

where Bex is the intensity of the external magnetic field caused by the
ergodic limiter and Bθ (a) is the intensity of the poloidal magnetic
field calculated at the border of the plasma column (r = a).

With that, all the parameters can be set for a specific toka-
mak. Here, we use the parameters of the TCABR, the tokamak of
the Physics Institute, University of São Paulo,31 and it is possible
to model the configuration of the magnetic field via phase space
of the UM. The values of the parameters are as follows: B0 = 1.2 T,
R0 = 0.61 m, b = 0.18 m, a = 0.22 m, m = 7, and qa = 5. The typi-
cal phase space of the UM is shown in Fig. 3, considering a relative
perturbation strength of δB = 1.50%. On Fig. 3, we depict only the
outer region y < 0.5 of phase space, where the perturbation of the
magnetic field is visible.

Analogously to the SM and SFUM, the four right panels in
Fig. 3 depict distinct dynamical behaviors present in phase space
of the UM. In blue, we see an orbit placed on an invariant span-
ning curve, where a different periodic motion is depicted by long
diagonal lines wrapped in an oscillatory pattern. In magenta, we see
pure periodic dynamics of an orbit inside a period 7 KAM islands.
In green, we see complex dynamics of a chaotic orbit placed on the
chaotic region around the period 7 chain of islands. Furthermore, in
red, we see unique quasi-periodic behavior of a chaotic orbit placed
in a vicinity of a region with many small islands.

III. NUMERICAL OBSERVATIONS

In this section, we explore some numerical results showing par-
ticular aspects of the three selected models. First, for the SM, we
found a distinguishing region of the chaotic sea that illustrates a
strong sensitivity to ICs of two chaotic orbits. This region is fur-
ther investigated for an ensemble of trajectories and its recurrence
quantification, namely the RR. In the second subsection, we analyze

FIG. 4. RPs with ε = 0.05 for two chaotic trajectories of the SM with very close ICs. In blue, the trajectory started at (q∗
0 , p

∗
0) = (0.512 345 678 998 70,π) (left), and in red,

the trajectory started at (q∗
0 + 1 × 10−14, p∗

0) (right).
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FIG. 5. Phase space of the SM for k = 1.46 along with the selected chaotic trajectories depicted in red and blue. The black square displays the amplified region around a
small island in the chaotic sea.

the behavior of a broad ensemble of ICs on the chaotic region of the
SFUM. We characterize the different behaviors between all trajec-

tories from the ensemble also via their RR, differentiating the ones

with high and low RR. Finally, in the last subsection, we explore the
behavior of an ensemble of trajectories placed in close vicinity of
an unstable periodic orbit (UPO) of the UM. We display the RPs of
particular trajectories selected by its RR, revealing unique patterns
of periodic, quasi-periodic, and chaotic behaviors in the considered
time-frame.

A. Standard map—Strong sensitivity to ICs

In order to study the influence of ICs on the dynamics of
chaotic orbits, we selected two extremely close ICs and evolve
them until N = 1000 iterations of the SM. The selected IC for
the first trajectory is (q0, p0) = (q∗

0 , p∗
0) = (0.512 345 678 998 70, π)

and for the second is (q0, p0) = (q∗
0 + 1 × 10−14, p∗

0). So, p0 = π
is fixed for both trajectories, but q0 changes only by 10−14. It is
important to have high precision on (q0, p0) to be able to inves-
tigate the dynamics while considering only small differences in

FIG. 6. RR in log scale, as a function of the defined relative distance (IC for the ensemble around (q∗
0 , p

∗
0) in the SM. The different colors are for different values of the

threshold recurrence distance ε. The right panel is specifically for ε = 0.05, where the peak at (IC = 0 is highlighted by the blue dashed circle.
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FIG. 7. Phase space of the SM along with 100 trajectories from the ensemble E. The ICs of E are placed in the highlighted dashed circle (out of scale). The color axis shows
the computed RR for each one of the trajectories, considering ε = 0.05 and N = 1000. The black square displays the amplified region around a small island in the chaotic
sea.

their ICs. First, we show on Fig. 4 the RPs for these two trajecto-
ries.

It is clear from Fig. 4 that the RPs are different, in spite of the
proximity of these two ICs. The first one, depicted in blue, exhibits
an interesting recurrence pattern around 500 iterations, differing
from the red trajectory where this pattern is absent. Additionally, the
blue trajectory changes its dynamical behavior from initially chaotic,
to quasi-periodic, then to chaotic again in an intermittent manner.

In Fig. 5, we show the characteristic phase space of the SM
along with these two selected trajectories, both depicted by its colors
predefined in Fig. 4. It is possible to visualize that indeed these two
chaotic trajectories visit different regions of phase space. The orbit
depicted in red does not concentrate in any region of the space, as
a visual evidence of its pure chaotic dynamics. However, the blue
orbit concentrates in a particular region around a small chain of
islands in the chaotic sea, as observed by the amplified region on

FIG. 8. Evolution of an ensemble of 1000 ICs in the phase space of the SM. The ensemble’s initial position is highlighted by the dashed circle (out of scale). The color axis
shows the iteration time in log scale for all trajectories. The region around the ICs is amplified on the highlighted square.
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FIG. 9. Phase space of the SM along with the ensemble’s trajectories in red and the invariant unstable manifoldWu(0,π) in blue. The ensemble’s initial position is highlighted
by the dashed circle (out of scale). The highlighted black squares show subsequent amplifications of the region around the ensemble of ICs.

the black highlighted square. This is clear evidence of the sticki-
ness phenomena, as the blue orbit gets dynamically trapped nearby
a KAM island for approximately 250 iterations. Furthermore, as also
observed in Fig. 4, the blue orbit is more recurrent than the red orbit,
as it returns almost periodically to the vicinity of the island in this
trapped time.

Continuing the investigation on the dependence of ICs, we
now place an ensemble E of 100 ICs in the very close vicinity of
(q∗

0 , p∗
0). The pE

0 = π is again fixed for the whole ensemble, but
qE

0 ∈ [q∗
0 − 10−14, q∗

0 + 10−14], i.e., the ensemble is formed by a very
small line around (q∗

0 , p∗
0). We define (IC = (qE

0 − q∗
0) × 1013 as a

relative distance between the ensemble’s initial conditions.32

FIG. 10. RR in log scale, as a function of the initial phase φ0 for 1000 ICs in the ensemble at V0 = 0.01 in the SFUM. The different colors are for different values of the
threshold distance ε. The right panel is specifically for ε = 0.05, where the highest and lowest values are highlighted by the blue and red dashed circles, respectively.
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FIG. 11. Phase space of the SFUM for κ = 0.001 along with the 1000 trajectories

from the ensemble E. The color axis shows R̃R for each one of the trajectories,
considering ε = 0.05 and N = 104. Regions in light-yellow have average value
of recurrences, regions in red have low recurrence, and regions in dark-blue have
high recurrence.

As previously mentioned, the RR is a suitable recurrence quan-
tification while analyzing chaotic trajectories that may experience
stickiness. In that sense, we computed the RR for all trajectories of
E defined above. The values of the computed RR in function of the
relative distance (IC are shown in Fig. 6.

Analyzing RR for all trajectories of E as a function of its ICs
helps us identify the ICs’ exact coordinates of highly recurrent orbits.
The high and low values of RR in Fig. 6 also suggest a scaling

behavior as they agree for different values of the threshold recur-
rence distance ε. This scaling behavior will be addressed more
suitably in another opportunity. In particular, the peaks at (IC = 0,
present in all analyzed scales, refer to q0 = q∗

0 , the one of the blue
RPs in Fig. 4. In addition to this analysis, it is possible to show phase
space of the SM along with all trajectories from E and in the color
scale the computed RR for each trajectory. Figure 7 displays the
result.

The analysis of the computed RR for all the trajectories in E on
phase space of the SM supports the idea that trajectories with high
RR are indeed the ones that experience stickiness in the given max-
imum iteration time N = 1000. As observed in Fig. 7, regions near
the KAM islands are surrounded by highly recurrent orbits, depicted
by dark-blue colors. Particularly, the same highlighted region as in
Fig. 5 shows the highest value of RR, meaning that indeed the trajec-
tory’s IC with higher RR is exactly (q∗

0 , p∗
0), as also can be verified in

Fig. 6.
Finally, as a possible explanation of why this region around

(q∗
0 , p∗

0) is so sensitive, we increase the number of ICs on the ensem-
ble to 1000 and evolve it until only 100 iterations of the SM.
The ensemble’s initial position is the same as before, pE

0 = π and
qE

0 ∈ [q∗
0 − 1013, q∗

0 + 1013]. Figure 8 shows how this larger ensem-
ble evolves, as the beginning of the dynamics is depicted by dark-red
and the last iterations are depicted in light-red colors.

It is possible to notice that the ensemble evolves following cer-
tain preferable regions of phase space, as the dark-red colors, visible
at the amplified square, forms specific straight and curved lines.
This indicates that there are hidden structures in phase space that
influence the dynamics. These structures are invariant manifolds
associated with UPOs in the system.

In general terms, let T be a two-dimensional invertible map,
with both T and T−1 differentiable, and let o be an UPO of the
mapping T. The unstable invariant manifold Wu associated with o

FIG. 12. Evolution of the orbits started at φ0 = φh
0 = 6.006 448 416 773 389 8 (left) and φ0 = φ l

0 = 1.000 026 490 331 884 1 (right) on the phase space of the SFUM,
considering V0 = 0.01 for both. The color axis shows the iteration time of the trajectories.
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FIG. 13. Behavior of the average velocities in the function of iterations in a log-log
scale for the SFUM. In black is depicted the average behavior over all the ensem-
ble, in blue is the moving average of the orbit with φ0 = φh

0 , and in red the moving

average of the orbit with φ0 = φ l
0. The inset shows an amplified region of the

quasi-periodic behavior of the blue orbit.

is defined as

Wu(o) = {x ∈ U ⊂ R
2 | T−n(x) → o as n → ∞} , (9)

where x is the pair of the defined coordinates and U is a subset R2

that in practice can be a region of system’s phase space.33,34 Knowing

FIG. 14. Outer region of the phase space of the UM for δB = 1.50%, with
the period 7 UPO in blue-black x-points, the associated unstable invari-
ant manifold in blue, and the evolution of a single orbit placed at (x0, y0)
= (1.724 770 290 893 000 0, y∗) in color. The color scale depicts the orbit’s
iterations. The inset shows the region around the KAM island amplified.

that the SM has an UPO at (0, π), we use the method outlined in
Ref. 35 to be able to trace the invariant unstable manifold of this
UPO Wu(0, π). Then, in Fig. 9, we show phase space with ensemble’s
evolution, as shown in Fig. 8, along with the numerically calculated
invariant unstable manifold for visual comparison.

As expected, based on the initial dynamical behavior of this
larger ensemble, the region around (q∗

0 , p∗
0) is highly influenced by

the outlined invariant manifold. Particularly, this is a region where
we find long erratic unstable branches of the invariant manifold,
which are, by definition, part of a fractal set that can be observed
on successive amplifications in Fig. 9. This suggests that ICs with
an infinitesimal difference, placed in this region of the chaotic sea,
may follow completely different branches of the manifold, passing
through different regions of phase space, thus experiencing distinct
dynamics. This is evidence of the well-known sensitivity on ICs of
chaotic trajectories, a hallmark of chaos theory.

B. Simplified Fermi-Ulam model—Phase ensemble

In order to further investigate the relation between different
ICs, stickiness, and highly recurrent trajectories, we now consider
the SFUM. This is a suitable system to study chaotic orbits because
its phase space is well divided into a region of a broad chaotic sea
for low velocities and a mixed region with chaos and KAM islands
for higher velocities. In that sense, we begin our analysis consider-
ing the same approach presented in Fig. 6. Considering an ensemble
E of 1000 ICs, placed at VE

0 = V0 = 0.01, and φE
0 ∈ [0, 2π], i.e., a

line at the chaotic sea, at height V = 0.01 in phase space with uni-
formly distributed ICs all over the phase φ axis. We evolve these
1000 chaotic trajectories up to N = 104 iterations of the SFUM,
calculating their respective RR. Figure 10 shows the result.

Analogously to the analysis for the SM, the scaling behavior
could be also present here while considering the selected values of
ε. Additionally, for ε = 0.05 displayed at the right panel in Fig. 10,
there are particular values of the initial phase φ0 that have high (φh

0 )
and low (φ l

0) values of recurrence. These particular ICs will be ana-
lyzed further on. Initially, let us define a corrected recurrence rate as
R̃R = RR − 〈RR〉, where 〈RR〉 is the average over the ensemble. For
ε = 0.05, 〈RR〉 = 1.459 71. R̃R is easier to identify trajectories that
differ from the average behavior, allowing us to make the same anal-
ysis as in Fig. 10 but now with different colors for high and low RR.
Figure 11 shows phase space of the SFUM with all trajectories from
E colored by their respective corrected RR.

Again, the result shown in Fig. 11 corroborates the idea that tra-
jectories with high RR are the ones that experience stickiness in the
given maximum iteration time N = 104 for the SFUM. In addition,
now it is possible to observe the areas explored by the orbits with
low recurrences that are essentially well distributed over the chaotic
sea. Furthermore, considering again the fixed value for V0 = 0.01
for both, with φ0 = φh

0 and φ0 = φ l
0, it is possible to visualize the

evolution of those two particular trajectories on phase space. This is
shown in Fig. 12.

From Fig. 12, it is clear that these two trajectories have com-
pletely different dynamical behaviors. In one hand, considering
φ0 = φh

0 , the orbit rapidly goes toward one of the central KAM
islands, where it gets trapped for a long time, as seen in the left
panel of Fig. 12. In another hand, for φ0 = φ l

0, the orbit explores the
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FIG. 15. RP of the orbit started at (x0, y0) = (1.724 770 290 893, y∗) with ε = 0.05 and up to N = 1000 iteration of the UM. The highlighted back square amplifies the RP
for the first 100 iterations. In blue is the distance between the initial diagonal lines.

chaotic sea noticeably more than the orbit for φh
0 , and it goes toward

a different region by the end of its iterations. Comparing Fig. 12 with
Fig. 11, there is not only a correlation between regions of high R̃R
and the orbit with φ0 = φh

0 , but also regions of low R̃R and the orbit
with φ0 = φ l

0.
As a final analysis regarding the differences between the orbits

started at φh
0 and φ l

0 in the SFUM, we can verify the dynamical
behavior of the average velocity over the ensemble E, comparing it to
a moving average of velocities for those two orbits. Figure 13 shows
this comparison.

The average velocity over E, depicted by the black line in
Fig. 13, presents an initial constant plateau at V0 = 0.01 until

around 70 iterations, then it increases up to 103 iterations and it
saturates in a higher plateau at V ≈ 0.03. This dynamical behav-
ior for the average velocity agrees with other findings for the
SFUM.26,36 Additionally, comparing the orbits depicted by red
and blue lines, the difference is evident while considering the
last decade of the log–log scale, namely, from 103 to 104. While
the red orbit exhibits rather chaotic behavior, the blue one is
trapped around one of the central KAM islands, exhibiting a
strong quasi-periodic behavior until the end of its evolution. It
is also worth mentioning that the red orbit ends in a higher
plateau compared to the blue one, which can also be observed in
Fig. 12.

FIG. 16. RR in log scale, as a function of the relative distance (IC for 1000 ICs in the ensemble at y0 = y∗ in the UM. The different colors are for different values of the
threshold distance ε. The right panel is specifically for ε = 0.05, where the highest and lowest values are highlighted by the blue and red dashed circles, respectively.
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FIG. 17. Amplified phase space of the UM along with 1000 trajectories from the
ensemble E. The ICs of E are placed in the highlighted dashed circle (out of scale).

On the color axis is the computed R̃R for each one of the trajectories, considering
ε = 0.05 and N = 1000. Regions in light-yellow have average value of recur-
rences, regions in red have low recurrences, and regions in dark-blue have high
recurrence.

C. Ergodic magnetic limiter map—UPO neighborhood

As a final example of this finite-time study on chaotic orbits
in Hamiltonian systems via its recurrences’ quantification, we ana-
lyze a special region of the UM. This is the first outer region
of strong mixed behavior after the areas of stable magnetic field
lines, where a period 7 chain of islands can be found, surrounded

by a relatively large chaotic sea. It is known that a stable peri-
odic orbit, found in the center of a KAM island, has its coun-
terpart as an unstable periodic orbit that can be found in the
chaotic sea.4 In that sense, we employ again the method out-
lined in Ref. 35 and numerically found the period 7 UPO with
high computational precision. The position of this UPO is (x∗, y∗)
= (1.724 770 290 893 414 8, 0.308 014 941 802 154 5).

Once the exact position of the UPO is calculated, it is
possible to compute the invariant unstable manifold Wu(x∗, y∗)
associated with it. Additionally, we select as an IC (x0, y0)
= (1.724 770 290 893 000 0, 0.308 014 941 802 154 5) to evolve as an
orbit of interest. This particular orbit starts at the position of the
UPO up to the 10−12 precision on the x variable and up to 10−16 pre-
cision on y variable. The discrepancy between x and y precision is
due to the upcoming ensemble analysis in this neighborhood, where
y0 = y∗ will be fixed while changing x0. Figure 14 shows phase space
of the UM with the computed period 7 UPO, unstable manifold, and
the evolution of the particular orbit.

Since now we are dealing with a higher period UPO, the
definition of the invariant unstable manifold presented in Eq. (9)
needs to be slightly amended. Let again T be a two-dimensional
invertible map, with both T and T−1 differentiable, and let ξ
= {o1, o2, . . . , om} be an UPO of period m of mapping T. The
invariant unstable manifold Wu associated with ξ is given by

Wu(ξ) = {x ∈ U ⊂ R
2 | T−n(x) → T−n(oi) as n

→ ∞, i = 1, . . . , m}, (10)

where again x is the pair of coordinates and U can be in practice a
region of the system’s phase space.

It is possible to note that the evolved orbit displayed in Fig. 14
closely follows the outlined path of Wu until at least 100 iterations,
depicted by black points. Then, the orbit escapes from this specific
path and explores an upper region of the chaotic sea, as evidenced

FIG. 18. Evolution of the orbits with x0 = xh0 = 1.724 770 290 893 888 (left) and x0 = xl0 = 1.724 770 290 892 971 (right) on the phase space of the UM, considering y0 = y∗

for both. The color axis shows the iteration time of the trajectories and the insets amplified regions of interest.
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FIG. 19. RPs with ε = 0.05 for two particular trajectories of the UM. In blue, the trajectory started at (x0, y0) = (xh0 , y
∗) (left), and in red, the trajectory started at (x0, y0)

= (xl0, y
∗) (right).

by red and light-red colors above the blue manifold. In Fig. 15, we
display the RP of this same particular orbit.

The RP of this particular orbit started in the close vicinity of
the period 7 UPO, portrayed in Fig. 15, exhibits peculiar patterns.
Initially, the RP shows a pure period behavior until around 60 iter-
ations of the map, as amplified by the highlighted back square on
the right. This periodic motion is when the orbit is still exactly at the
position of the period 7 UPO, evidenced also by the distance between
the initial diagonal lines dn = 7. After sufficient long iteration time
(n ! 200), the RP is dominated by patterns of complex dynamical
behavior. Comparing with Fig. 14, at that time, the orbit explores
the upper chaotic region composed of strong mixed structures, as its
motion is confined to a thin chaotic layer between high periodicity
KAM islands.

Now, following what was performed to the SM and SFUM,
we place an ensemble E of 1000 ICs around the calculated
UPO in the UM. For that, yE

0 = y∗ is fixed and we vary the
position of x0 only after the 12th valid digit of the calculated
x∗. Thus, the ensemble is formed by a dense small line at xE

0

∈ [1.724 770 290 892, 1.724 770 290 894]. We define again a relative
distance, taking as a reference the x0 of the orbit shown in Figs. 14
and 15, as (IC = (xE

0 − x0) × 1013. In Fig. 16, we show the computed
RR for all 1000 trajectories, iterated until N = 1000, in function of
the defined relative distance in reference to x0.

Analogously to other systems, the analysis made in Fig. 16
provides particular coordinates of the initial condition x0 in which
the orbit has high or low RR. Specifically, for ε = 0.05, we high-
light in blue the value of x0 = xh

0 = 1.724 770 290 893 888 and in
red x0 = xl

0 = 1.724 770 290 892 971, respectively, related to the
highest and lowest values of RR. First, as done for the SFUM,
it is possible to find an average RR for the ensemble, which

is 〈RR〉 = 1.784 541 for ε = 0.05 and consider the corrected R̃R
= RR − 〈RR〉 in the next analysis. In Fig. 17, we amplify phase
space of the UM for better visualization on the region of interest,
showing via the colour axis the computed R̃R for all trajectories
in E.

Corroborating the approach for the SFUM, again the trajec-
tories colored by their R̃R differentiate regions of high and low
recurrences on phase space of the UM. Note that the chaotic area is
covered mostly by red orbits, indicating a low recurrence region, and
regions surrounding the KAM islands are covered by blue orbits,
indicating high recurrence in connection to stickiness. In addition
to this analysis, we can verify the dynamical behavior of two partic-
ular orbits provided in Fig. 16. Figure 18 shows the evolution of the
orbit with (xh

0, y
∗) on the left panel and the orbit with (xl

0, y
∗) on the

right panel.
Similarly to the analysis for the SFUM, the orbit started at (xh

0,
y0), in one hand, rapidly goes toward a region with many small KAM
islands where it gets trapped in their surroundings until the end of
its evolution. In another hand, the orbit started at (xl

0, y0) explores
noticeably more the chaotic area, visiting different regions of phase
space. In terms of transport and diffusion in phase space,37 this result
suggests that these particular chaotic trajectories, although started
extremely close to each other, have completely distinct dynami-
cal evolution until the maximum iteration time. In that regard,
these two dynamics can be further analyzed considering the differ-
ent transport properties and diffusion characteristics such as MSD
and diffusion exponents. These further analyses will be addressed in
another opportunity.

Furthermore, considering that N = 1000 was set as their max-
imum iteration time, it is possible to show the RPs of these par-
ticular trajectories.38 Figure 19 displays those RPs following the
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FIG. 20. Evolution of an ensemble of 1000 ICs in the phase space of the UM (left) and the computed invariant unstable manifold outlined in blue for comparison (right). The
ensemble’s initial position is highlighted by the dashed circle (out of scale). The color axis shows the iteration time for all trajectories.

defined palette throughout the text as blue for high and red for low
recurrence cases.

Initially both RPs displayed in Fig. 19 reveal the same squared
region related to the pure periodic motion, as discussed early for
Fig. 15. After that, the two RPs differs widely from each other. The
blue trajectory rapidly goes toward a region of strong quasi-periodic
behavior, as its RP becomes dominated by patterns like the ones
that can be observed at the end of the RP in Fig. 15. The red one,
by its turn, shows patterns of rather complex dynamical behavior,
exhibiting structures comparable to the ones shown by the green
orbit in Fig. 3, that indeed corresponds to the same region of phase
space. Comparing the RPs in Fig. 19 to their evolution in Fig. 18, it is
possible to visualize the correlation between the displayed patterns
and the correspondent regions in phase space on specific iteration
intervals.

As a final visual comparison for the UM, we depict in Fig. 20
the evolution of all 1000 orbits in E considering only 100 iterations
and the invariant unstable manifold Wu associated with the UPO at
(x∗, y∗). As shown for the SM in Fig. 9, the evolution up to 100 itera-
tions of a large ensemble of ICs placed in a neighborhood of a UPO
shall follow the path outlined by the invariant unstable manifold of
that UPO.

Indeed, as expected, the ensemble’s evolution closely follows
the outlined manifold as evidenced in Fig. 20. Particularly, the dark-
red and red orbits, related to the interval between 50 and 100
iterations, still agree to the manifold path, implying that for even
relative higher iterations the ensemble is still evolving accordingly
to the manifold influence.

IV. GENERAL DISCUSSIONS AND CONCLUSIONS

As a general discussion regarding the numerical observations
presented in the last section, we propose that the following method

can be used specifically to illustrate the presence of regions of stick-
iness in general non-linear Hamiltonian systems. Essentially, the
method requires the following:

(1) A well-defined mixed phase space, as depicted in light-gray on
the background of all phase space figures, in which it is possible
to determine coordinates of the chaotic sea or at least a portion
of chaotic region.

(2) Knowing the coordinates of ICs that provide chaotic trajecto-
ries, it is possible to define an ensemble E of M ICs around some
particular region of phase space.

(3) Evolving all M trajectories until a given N maximum number
of iterations of the dynamical equations, it is possible to com-
pute their RR via Eq. (2), considering also a given value for the
recurrence threshold distance ε.

(4) Once calculated the RR for each trajectory in E, one can plot it
as a function of IC positions, identifying coordinates in which
RR is high. Here, it is possible to analyze changes in the ICs’
positions in both x and y axes. Figures 6, 10, and 16 are examples
of this procedure.

(5) Finally, it is possible to plot all trajectories in E colored by their
respective values of RR. Hence, trajectories with high recurrence
are distinguished from the others and, combined with phase
space on the background, regions around KAM islands will be
highlighted, indicating the orbits that experience stickiness in
the considered time-frame. Figures 7, 11, and 17 are examples
of this procedure.

Moreover, the described procedure can be adjusted to the
particularities of the investigated system. For the SFUM and the
UM, a corrected RR was proposed, and regions of low recurrence
could be easily identified, revealing also particular trajectories that,
although started from near ICs, evolve in rather different dynamical
behaviors.
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It was shown that the simplest recurrence quantification,
namely, the RR, is suitable to differentiate finite-time chaotic tra-
jectories in mixed phase spaces. Particularly, for the standard map,
the recurrence analysis illustrates the well-known sensitivity to the
ICs of chaotic orbits, and considering an ensemble of ICs placed in a
particular region of phase space, it was possible to verify the underly-
ing influence of an invariant unstable manifold. For the Fermi-Ulam
model, it was possible to determine particular chaotic orbits, from a
broad sample of initial phases, that explore the phase space rather
differently compared to the average ensemble behavior. Finally, for
the ergodic magnetic limiter map, a dense ensemble was set on
a small neighborhood around an UPO, where complex dynamical
behavior emerges, as evidenced by the computed RPs of trajectories
in this region. These RPs are examples of the rich finite-time chaotic
behavior experienced by these orbits, beginning with a pure peri-
odic motion, where the periodicity of the UPO can be additionally
inferred, and escaping toward other mixed regions of phase space,
displaying unique recurrence patterns.

The finite-time recurrence analysis outlined in this work opens
interesting questions regarding the dependence on control parame-
ters such as the recurrence distance threshold ε, maximum iteration
time N, and the exact coordinates of the ICs. In particular, the scal-
ing behavior while varying ε for the computed RR as a function of
the ICs, and the transport/diffusion properties of particular trajec-
tories with similar ICs, but with distinct dynamical evolution could
be addressed in additional works. Furthermore, the initial pure peri-
odic behavior displayed by some trajectories started near the UPOs
could be further investigated in order to understand the transi-
tion between the unstable periodic state to the rest of the chaotic
dynamics.
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