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A B S T R A C T

We investigate the transport of particles in the chaotic component of phase space for a two-dimensional,
area-preserving nontwist map. The survival probability for particles within the chaotic sea is described by an
exponential decay for regions in phase space predominantly chaotic and it is scaling invariant in this case.
Alternatively, when considering mixed chaotic and regular regions, there is a deviation from the exponential
decay, characterized by a power law tail for long times, a signature of the stickiness effect. Furthermore, due to
the asymmetry of the chaotic component of phase space with respect to the line 𝐼 = 0, there is an unbalanced
stickiness that generates a ratchet current in phase space. Finally, we perform a phenomenological description
of the diffusion of chaotic particles by identifying three scaling hypotheses, and obtaining the critical exponents
via extensive numerical simulations.
1. Introduction

The phase space of a two-dimensional integrable Hamiltonian sys-
tem is composed of periodic and quasiperiodic invariant tori. When
a weak perturbation is introduced into such a system, according to
the Kolmogorov-Arnold-Moser (KAM) theorem [1], the sufficiently ir-
rational tori survive the perturbation (KAM tori), while the rational
ones are destroyed. Near the original position of the destroyed rational
tori, emerges a set of elliptical and hyperbolic fixed points, as outlined
by the Poincaré-Birkhoff theorem [1]. The chaotic motion appears in
the vicinity of the hyperbolic fixed points due to their unstable nature,
while the elliptical points are the centers of the regular regions, here-
after named stability islands. The coexistence of chaotic and regular
regions in two-dimensional quasi-integrable Hamiltonian system makes
its phase space neither integrable nor uniformly hyperbolic. The phase
space is divided into distinct and unconnected domains, where the
chaotic orbits fill densely the available region in phase space and the
stability islands consist of periodic and quasiperiodic orbits that lie on
invariant tori. Furthermore, an orbit initially in the chaotic sea will
never enter any island, and the periodic and quasi-periodic orbits will
never reach the chaotic sea [1,2].

For increasing perturbation strength, the KAM tori are also de-
stroyed and their remnants form a Cantor set known as cantori [2–4].
The role of the KAM tori and the cantori in the transport of particles
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in phase space differs fundamentally. While the KAM tori are full
barriers to the transport in phase space, the cantori act as partial
barriers, allowing particles to pass through them. When a particle
crosses a cantorus, it might stay trapped in the region bounded by the
cantorus for a long, but finite, period of time, during which it behaves
similarly as a quasiperiodic orbit, until it escapes to the chaotic sea.
This intermittence in the dynamics of a chaotic orbit is the phenomenon
of stickiness [4–12]. The structure of stability islands embedded in
the chaotic sea and cantori organize itself in a hierarchical structure
of islands-around-islands, where the larger islands are surrounded by
smaller islands, which are in turn surrounded by even smaller islands
and so on for increasingly smaller scales [13,14]. In this way, during
the time a chaotic orbit is trapped in a region bounded by a cantorus,
it might cross inner cantori for arbitrarily small scales and thus stay
trapped for longer times. This long times affects the statistical proper-
ties of the transport of particles in phase space [15–18], as well as the
recurrence time statistics [19–24], the survival probability [10,25–35],
and the decay of correlations [6–8,36,37].

About two decades ago, a new feature was observed in the transport
of particles in the chaotic component of phase space in Hamiltonian sys-
tems: the existence of a preferential direction for the transport without
an external bias, the so-called Hamiltonian ratchet [38–44]. The ratchet
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effect is defined by a directed current, or ratchet current, which is a
preferential direction for the transport of particles in phase space with-
out an external bias. This phenomenon has applications on a variety for
physical systems such as Josephson junctions [45,46], Brownian [47]
and molecular [48] motors, cold atom systems [49–52], and electronic
transport in superlattices [53,54], to cite a few. Initial studies focused
on the role of the external noise [47,55,56], which was later replaced
by a deterministic chaotic dynamics with inertia terms in the equations
of motion [57–60]. Nonetheless, even purely Hamiltonian dynamics
with mixed [38–41,43,44] or completely chaotic [42] phase space can
generate a ratchet current. It was demonstrated that the ratchet effect
is a consequence of spatial and/or temporal symmetry breaking of the
system [39,41,44,61]. Furthermore, Mugnaine et al. [62] demonstrated
that due to a symmetry breaking in the extended standard nontwist
mapping [63,64], the twin island scenario no longer exists, implying a
ratchet current in phase space due to the emergence of an unbalanced
stickiness in different regions in phase space.

The anomalous transport of particles in magnetized plasmas is
heavily impacted by the 𝐄 × 𝐁 drift motion, caused by fluctuations
n the plasma [65]. In the case of passive particle transport, where
he particles do not alter the electric field, the problem is described
y a Hamiltonian system [66]. Furthermore, given the divergence-
ree nature of magnetic fields, the field lines can be described by a
wo-dimensional area-preserving mapping, with respect to the surface
f section of the torus at a fixed toroidal angle [67]. In this paper,
e study transport properties and diffusion for a nontwist mapping,

ntroduced in the context of 𝐄×𝐁 drift in toroidal plasmas [68–70], in
the transition from integrability (zero perturbation) to non-integrability
(small perturbation) when the phase space is bounded. In the context
of magnetic confined plasmas, as in Tokamak devices [71,72], the use
of non-monotonic profiles for physical quantities is related to nontwist
effects like the existence of a shearless curve that acts as a robust barrier
preventing the chaotic orbits from escaping the plasma [73]. Nontwist
Hamiltonian systems are characterized by complex dynamics, including
the formation of transport barriers and intricate island structures. Un-
derstanding these chaotic transport processes is essential for predicting
and controlling plasma behavior.

Initially, we analyze the survival probability by introducing two
exits symmetrically apart from the line 𝐼 = 0 and show that as long as
there are no stability islands within the survival regions, the survival
probability follows an exponential decay, and the decay rate scales as
a power law with the limits of the survival regions. Furthermore, the
survival probability exhibits scaling invariance with respect to the lim-
its of the survival regions. Then, we consider two different ensembles
of initial conditions, both with ⟨𝐼⟩ ≈ 0 initially. The first ensemble is
uniformly distributed along the whole survival region and we calculate
the escape times and the escape basins for different survival region
limits. We find that the measure of the bottom basin increases with the
survival region area due to the inclusion of stability islands within this
region. This ensemble, however, might be biased due to the distribution
of initial conditions in phase space. To avoid this potential bias, we
consider a second ensemble randomly distributed in a small region
around the line 𝐼 = 0 and calculate the fraction of particles that escape
from the top and bottom exits. We find, once again, that as we change
the size of the survival region and islands start to appear, there is a
tendency for the particles to escape through the bottom exit. Also, we
observe a nonzero space average of the action, ⟨𝐼⟩, characteristic of the
ratchet effect.

As for the mechanism behind such a phenomenon, we calculate the
distribution of recurrence times considering the upper (𝐼 > 0) and
ower (𝐼 < 0) regions of phase as our recurrence regions. We find
hat the cumulative distribution of recurrence times for these regions
re different for long times, indicating that the chaotic orbits sticky
nevenly in the upper and lower regions, i.e., there is an unbalanced
tickiness in phase space. The first and higher moments of the distribu-

ion of recurrence times are also different, consolidating that the two f

2 
distributions are, in fact, different. Lastly, we investigate the scaling
properties of diffusion in phase space. We choose as our observable the
square root of the averaged squared action, 𝐼rms, and we obtain the
critical exponents that describe the behavior of 𝐼rms. These quantities
are described in terms of three scaling hypotheses, leading to a robust
analysis of the scaling invariance observed for our observable.

This paper is organized as follows. In Section 2 we describe the
mapping under study and present some of its properties. In Section 3 we
study the transport properties of the chaotic component of phase space.
We begin by calculating the survival probability for different survival
regions and in the sequence, we investigate whether the system exhibits
unbiased transport by considering two different ensembles of initial
conditions with zero initial average action. In Section 4 we present a
phenomenological description of diffusion in the chaotic component
of phase space. We obtain the critical exponents and compare our
results with similar results in the literature. Section 5 contains our final
remarks.

2. The model and its properties

The Hamiltonian function of an autonomous two degrees of freedom
system is often written as [1]

𝐻(𝐼1, 𝐼2, 𝜃1, 𝜃2) = 𝐻0(𝐼1, 𝐼2) + 𝜀𝐻1(𝐼1, 𝐼2, 𝜃1, 𝜃2), (1)

here (𝐼𝑖, 𝜃𝑖) are the canonical action–angle variables, 𝐻0 is the inte-
rable term and 𝜀𝐻1 is a perturbation to the integrable system, with 𝜀
ontrolling the transition from integrability (𝜀 = 0) to non-integrability
𝜀 > 0). The solution of Eq. (1) is a four-dimensional flow. However,
ince 𝜕𝐻∕𝜕𝑡 = 0, the Hamiltonian equals the total mechanical energy
f the system, 𝐻 = 𝐸 = 𝑇 + 𝑉 , and it is a constant of motion. This
llows us to eliminate one of the variables, e.g. 𝐼2, from 𝐻 , making it
ossible to write 𝐻 = 𝐻(𝐼1, 𝜃1, 𝜃2, 𝐸). Therefore, orbits with energy 𝐸
re restricted to lie on a three-dimensional energy surface on the four-
imensional phase space. It is possible to decrease the dimension even
urther by considering an appropriate Poincaré section. We choose the
lane 𝜃1 × 𝐼1 with 𝜃2 constant as our Poincaré section, resulting in a
wo-dimensional mapping described by the following equations:

𝐼𝑛+1 = 𝐼𝑛 + 𝜀ℎ(𝜃𝑛, 𝐼𝑛+1),

𝑛+1 = 𝜃𝑛 +𝐾(𝐼𝑛+1) + 𝜀𝑝(𝜃𝑛, 𝐼𝑛+1) mod 2𝜋,
(2)

here ℎ(𝜃𝑛, 𝐼𝑛+1), 𝐾(𝐼𝑛+1), and 𝑝(𝜃𝑛, 𝐼𝑛+1) are nonlinear functions of
heir arguments and this mapping relates the (𝑛+ 1)th intersection and
he previous 𝑛th intersection with the Poincaré section. The mapping in
q. (2) is area-preserving if the nonlinear functions satisfy the following
ondition
𝜕𝑝(𝜃𝑛, 𝐼𝑛+1)

𝜕𝜃𝑛
+

𝜕ℎ(𝜃𝑛, 𝐼𝑛+1)
𝜕𝐼𝑛+1

= 0. (3)

Considering 𝑝(𝜃𝑛, 𝐼𝑛+1) ≡ 0 and ℎ(𝜃𝑛, 𝐼𝑛+1) = sin(𝜃𝑛), and changing
𝐾(𝐼𝑛+1) we obtain different systems well known in the literature, such
as

• 𝐾(𝐼𝑛+1) = 𝐼𝑛+1: the standard mapping [74].
• 𝐾(𝐼𝑛+1) = 2∕𝐼𝑛+1: the static wall approximation of the Fermi–

Ulam model [75,76].
• 𝐾(𝐼𝑛+1) = 𝛿𝐼𝑛+1: the simplified bouncer model [77,78].
• 𝐾(𝐼𝑛+1) = 𝐼𝑛+1 + 𝛿𝐼2𝑛+1: the logistic twist map [79].
• 𝐾(𝐼𝑛+1) = |𝐼𝑛+1|

−𝛾 : the Leonel mapping [35,80–84].

In this paper, we consider the drift motion 𝐄 × 𝐁 in a toroidal
lasma, where the electric field is generated by the combination of
n external radial field 𝐸 and electrostatic potential 𝜙̃ generated by
luctuations in the plasma. The equations of the drift motion 𝐄 × 𝐁 are
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Fig. 1. The phase space of the mapping Eq. (4) for 375 randomly chosen initial conditions within the chaotic sea with (a) 𝜀 = 1.0 × 10−3, (b) 𝜀 = 2.0 × 10−3, and (c) 𝜀 = 3.0 × 10−3.
The red dots correspond to elliptic points at the center of the period-1 islands.
Table 1
Parameter values of the two-dimensional area-preserving nontwist Hamiltonian map-
ping, Eq. (4).
𝑞1 5.0 𝑒3 4.13 𝑀 15
𝑞2 −6.3 𝑣1 −9.867 𝐿 6
𝑞3 6.3 𝑣2 17.47 𝜇 1.83 × 10−2

𝑒1 10.7 𝑣3 10.1 𝜌 −9.16 × 10−1

𝑒2 −15.8 𝑣4 −9.0 – –

given by the following nontwist, area-preserving mapping [68–70]

𝐼𝑛+1 = 𝐼𝑛 + 𝜀sin(2𝜋𝜃𝑛),

𝜃𝑛+1 = 𝜃𝑛 + 𝜇𝑣(𝐼𝑛+1)
[

𝑀
𝑞(𝐼𝑛+1)

− 𝐿
]

+ 𝜌
𝐸(𝐼𝑛+1)
√

|

|

𝐼𝑛+1||
mod 1,

(4)

where 𝑞(𝐼), 𝐸(𝐼), and 𝑣(𝐼) are nonmonotonic functions, representing
the safety factor, external applied radial electric field, and toroidal
plasma velocity, respectively. The non-monotonicity of these functions
makes the system violate the twist condition, which implies different
dynamical properties [79,85]. The nonmonotonic functions are given
by,

𝑞(𝐼) = 𝑞1 + 𝑞2𝐼
2 + 𝑞3𝐼

3,

𝐸(𝐼) = 𝑒1𝐼 + 𝑒2
√

|𝐼| + 𝑒3,

𝑣(𝐼) = 𝑣1 + 𝑣2 tanh (𝑣3𝐼 + 𝑣4),

Although this mapping has many parameters, our only control
parameter is 𝜀 and the remaining parameters are chosen accordingly
to Refs. [69,70] and can be found in Table 1. The parameter 𝜀 is pro-
portional to the amplitude of the electrostatic instabilities that generate
the drift motion. Thus, it is the control parameter of integrability of
the system. For the integrable case without perturbation (𝜀 = 0), the
variable 𝐼 is positive. However, with the perturbation 𝐼 can reach small
negative values.

Similarly to the Leonel mapping [35,80–84], when the action 𝐼𝑛 is
small, the angles 𝜃𝑛 and 𝜃𝑛+1 become uncorrelated due to the divergence
of the second equation in Eq. (4), thus producing chaotic regions for
nonzero perturbation. For larger values of the action, the angles become
correlated and regularity appears as stability islands and invariant
spanning curves. In Fig. 1 we show the phase space of the mapping (4)
3 
for different perturbation values. For 𝜀 = 0 (not shown) the mapping
reduces to a nontwist radial map due to the nonmonotonicity of the
functions 𝑞(𝐼), 𝐸(𝐼), and 𝑣(𝐼). In this case, the mapping is regular,
the system is integrable, 𝐼𝑛 is constant, and the phase space has only
periodic and quasiperiodic structures. On the other hand, for 𝜀 > 0
the regularity is broken, even for 𝜀 ≪ 1, and the phase space becomes
mixed. There is a coexistence of chaotic and regular domains and as 𝜀
increases, the chaotic region expands in the vertical direction due to the
breaking of the KAM curves. For the chosen parameter values, the phase
space is bounded, i.e., the transport in the vertical direction is confined
to a finite area. Interestingly, the limits of the chaotic component shown
in Fig. 1 are not symmetric with respect to the 𝐼 = 0 line.

The majority of stability islands for the considered values of 𝜀
correspond to period-1 islands, which are centered around fixed elliptic
points. The fixed points can be found from the following conditions:

𝐼𝑛+1 = 𝐼𝑛 = 𝐼∗,

𝜃𝑛+1 = 𝜃𝑛 = 𝜃∗ + 𝑚,
(5)

where 𝑚 is an integer. Substituting Eqs. (5) into Eqs. (4), the fixed
points must satisfy

sin(2𝜋𝜃∗) = 0,

𝜇𝑣(𝐼∗)
[

𝑀
𝑞(𝐼∗)

− 𝐿
]

+ 𝜌
𝐸(𝐼∗)
√

|𝐼∗|
= 𝑚.

(6)

The first equation can be easily solved to find 𝜃∗ = 0, 0.5. The
second equation, however, cannot be solved analytically. We solve it
numerically using the fsolve function from the Scipy module [86], which
uses Powell’s hybrid method, and the red dots in Fig. 1 correspond to
the elliptical fixed points found for different integers 𝑚.

We characterize the chaotic component of the phase space using the
Lyapunov exponents [87–90]. Given a mapping 𝐟 ∶ R𝑑 → R𝑑 , defined
as 𝐱𝑛+1 = 𝐟 (𝐱𝑛) = 𝐟𝑛(𝐱0), let 𝐃𝐟𝑛 be the 𝑛 iterate of the Jacobian matrix.
We define the infinite-time Lyapunov exponents as

𝜆∞𝑖 = lim
𝑛→∞

1
𝑛
ln
(

‖𝐃𝐟𝑛𝑢𝑖‖
)

, (7)

where 𝑢𝑖 is the eigenvector corresponding to the 𝑖th eigenvalue of
𝐃𝐟𝑛. A 𝑑-dimensional system has 𝑑 characteristic Lyapunov exponents,
and we say the system is chaotic if at least one of them is positive.
Furthermore, for Hamiltonian systems, which preserve volume in phase
space under time evolution (Liouville’s theorem) [1], the sum of all
Lyapunov exponents must equal zero. Hence, for our two-dimensional
area-preserving mapping, there are two characteristic exponents and
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Fig. 2. Largest Lyapunov exponent as a function of 𝜀 with initial condition (𝜃0 , 𝐼0) =
(0.5, 1.0 × 10−10) and total iteration time 𝑁 = 1.0 × 108.

they satisfy 𝜆+ ≡ 𝜆1 = −𝜆2. In this case, all regular orbits, i.e.,
periodic, or quasi-periodic have zero Lyapunov exponents for infinite
times, while chaotic orbits exhibit 𝜆+ > 0. In Fig. 2 we show the
largest Lyapunov exponent, 𝜆+, as a function of the control parameter
𝜀 for a single initial condition. We change 𝜀 in a large interval and
notice that 𝜆+, on the other hand, does not change significantly when
compared to the range of variation of 𝜀. This nearly constant value of 𝜆+
indicates that the chaotic component in phase space is scaling invariant
with respect to the control parameter 𝜀 [84]. We study such scaling
properties in Sections 3 and 4.

3. Survival probability and ratchet current

In this section, we explore the transport of particles in the chaotic
component of phase space. We have seen in the previous Section that
the phase space for 𝜀 ≪ 1 is bounded, and therefore the particle
is confined within a finite area. We consider two exits placed sym-
metrically from the 𝐼 = 0 line, and they define the survival region,
(𝜃, 𝐼) ∈ [0, 1)×[−𝐼esc, 𝐼esc] (Fig. 3). We consider an ensemble of 𝑀 = 106

particles randomly distributed in (𝜃, 𝐼) ∈ [0, 1)×[−1.0×10−10, 1.0×10−10].
We evolve each particle to at most 𝑁 = 106 times, and if the particle
reaches one of the exits, i.e., if 𝐼𝑛 = ±𝐼esc, it escapes and we interrupt
the evolution of this particle and initialize another particle. We repeat
this procedure until the whole ensemble is exhausted. From this en-
semble, we calculate the survival probability, 𝑃 (𝑛), that corresponds to
the probability of a particle surviving along the dynamics in a given
chaotic domain without escaping. In other words, it corresponds to the
fraction of particles that have not yet reached one of the exits until
the 𝑛th iteration. Mathematically, it is defined as 𝑃 (𝑛) = 𝑁surv(𝑛)∕𝑀 ,
where 𝑁surv(𝑛) is the number of particles that have survived until the
𝑛th iteration. The behavior of the survival probability depends strongly
on the characteristics of phase space. For fully chaotic systems, the
survival probability follows an exponential decay [29,31,32,34] given
by

𝑃 (𝑛) = 𝑃0 exp (−𝜅𝑛) , (8)

where 𝜅 is the decay rate. However, for systems with mixed phase
space, the decay is slower and usually characterized by the emergence
of a power law tail for long times [10,26,27,30,35] or by stretched
exponential [28,33,34]. As has been discussed previously, the stickiness
effect, due to the presence of stability islands embedded in the chaotic
sea, affects the statistical properties of the transport of particles in
phase space. The chaotic orbits might be trapped near these stability
islands, leading to long survival times, and causing the deviation from
the exponential decay.

We calculate the survival probability for different survival regions,
such as the ones shown in Fig. 3, with 𝜀 = 1.0×10−3 [Fig. 4(a)]. We ob-
serve the exponential decay for 𝐼esc < 0.02. For larger survival regions,
the survival probability starts with an exponential decay for small
times, until the power law tail emerges for long times. We note that the
decay remains exponential until 𝐼 reaches the first period-1 stability
esc

4 
Fig. 3. The phase space of the mapping Eq. (4) for 375 randomly chosen initial
conditions within the chaotic sea with 𝜀 = 1.0 × 10−3. The regions delimited by
the colored horizontal lines correspond to the survival regions defined by (𝜃, 𝐼) ∈
[0, 1) × [−𝐼esc , 𝐼esc] with (red) 𝐼esc = 0.01, (green) 𝐼esc = 0.02, (blue) 𝐼esc = 0.03, and
(violet) 𝐼esc = 0.04. (For interpretation of the references to color in this figure legend,
the reader is referred to the web version of this article.)

island [blue dot on the inset of Fig. 4(b)], where the coordinates for
its elliptic fixed point are (𝜃𝑓𝑖, 𝐼𝑓𝑖) = (0.5, 0.02026073030486245). The
smaller islands below the period-1 island shown in the inset do not
statistically influence the survival probability. Furthermore, the decay
rate, 𝜅, obtained from the optimal fitting based on the function given
by Eq. (8), scales with 𝐼esc as a power law for 𝐼esc < 𝐼𝑓𝑖 with exponent
𝜁 = −1.865 ± 0.007 [red dots and red dashed line in Fig. 4(b)]. The
knowledge of 𝜁 allows us to rescale the horizontal axis through the
transformation 𝑛 → 𝑛𝐼𝜁esc causing the survival probability curves to
overlap onto a single, and hence, universal curve [Fig. 4(c)]. This
indicates that the survival probability is scaling invariant for survival
regions composed of predominantly chaotic regions (𝐼esc < 𝐼𝑓𝑖).

Essentially, when some observable of a dynamical system exhibits
scaling invariance, its expected behavior remains consistent and robust
regardless of scale, i.e., we can rescale the system conveniently such
that after a reparametrization, the observable is scale independent and
exhibits universal features [91]. The scaling invariance of the survival
probability, for instance, has been explored in a variety of systems, such
as the Leonel mapping [35], billiard systems [92], and, more recently,
on fractional versions of the standard map [93,94].

Let us now investigate how transport occurs for particles uniformly
distributed on the survival regions (𝜃, 𝐼) ∈ [0, 1) × [−𝐼esc, 𝐼esc] for 𝐼esc =
0.01, 0.02, 0.03, 0.04. Note that ⟨𝐼⟩ ≈ 0 at 𝑛 = 0 for this ensemble. We
consider 1080 × 1080 initial conditions and iterate each one for at most
𝑁 = 106 times. We count the time each particle takes to reach either of
the exits (top row of Fig. 5). Black and blue colors indicate a fast escape
while the gray color corresponds to particles that have not yet escaped
within 𝑁 = 106 iterations. The intermediate values of 𝑇esc correspond
to trapped particles. We observe that in cases of small survival regions,
where stability islands are absent or nearly absent, the escape is fast. On
the other hand, for the larger survival region considered [Fig. 5(d1)],
most particles remain inside it for long times, with emphasis on the
initial conditions near the stability islands (red color).

We also construct the escape basin for these survival regions (bot-
tom row of Fig. 5). Particles that escape through the bottom (top)
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Fig. 4. (a) The survival probability for different survival regions with 𝜀 = 1.0 × 10−3 considering an ensemble of 1.0 × 106 randomly chosen initial conditions on the interval
(𝜃, 𝐼) ∈ [0, 1) × [−1.0 × 10−10 , 1.0 × 10−10]. The inset corresponds to a semilog magnification of the region (𝑛, 𝑃 ) ∈ [0, 3 × 104] × [1.0 × 10−3 , 1] to observe the exponential decay. (b)
The escape rate, 𝜅, is obtained from the optimal fitting considering the function 𝑃 (𝑛) ∼ 𝑒−𝜅𝑛 for different values of 𝐼esc. For 𝐼esc small enough, 𝜅 obeys a power law (red dots),
𝜅(𝐼esc) ∼ 𝐼𝜁

esc, with 𝜁 = −1.865 ± 0.007. (c) The overlap of the survival probability for small 𝐼esc onto a single and universal plot after the transformation 𝑛 → 𝑛𝐼𝜁
esc. The inset in (b)

is a magnification of Fig. 1(a) within the region (𝜃, 𝐼) ∈ [0, 1) × [0.015, 0.0225]. The blue dot corresponds to the obtained center of the first period-1 island with coordinates given
by (𝜃𝑓𝑖 , 𝐼𝑓𝑖) = (0.5, 0.02026073030486245). For 𝐼esc > 𝐼𝑓𝑖, 𝜅 deviates from the power law decay (black dots). (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)
Fig. 5. Escape times (top row) and escape basins (bottom) with 𝜀 = 1.0×10−3 for different survival regions, namely, (a) 𝐼esc = 0.01, (b) 𝐼esc = 0.02, (c) 𝐼esc = 0.03, and (d) 𝐼esc = 0.04.
If the particle escapes through the bottom (top) exit, we color the point red (blue). If the particle never escapes the survival region, we color the initial condition white. (For
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
exit are colored red (blue), while those that never escape are colored
white. Visually, for small survival regions [Fig. 5(a2) and (b2)] the red
and blue points are distributed in equal measure, without a preferred
region. However, for larger survival regions [Fig. 5(c2) and (d2)], with
the emergence of the stability islands, the red basin appears to have a
greater measure than the blue one, indicating a preference for escape
through the bottom exit. In Table 2 we show the fraction of initial
conditions that escape through the bottom (𝑝B) and top (𝑝T) exits,
and also the ones that never escape (𝑝∞), calculated from the escape
basins in Fig. 5. Note that 𝑝B + 𝑝T + 𝑝∞ = 1. Indeed, the larger the
survival region, i.e., the stronger the influence of the stability islands,
the larger the ratio 𝑝 ∕𝑝 , which corroborates our qualitative analysis
B T

5 
of the escape basins: there is a preferential direction for the transport
of particles in the chaotic component in phase space.

However, how the particles are distributed in phase space might
influence our previous conclusion. For example, some particles could
be closer or farther away from the exits, while others might remain
trapped for a longer duration. To eliminate this potential bias, we
consider an ensemble of 106 randomly chosen initial conditions on the
interval (𝜃, 𝐼) ∈ [0, 1) × [−1.0 × 10−10, 1.0 × 10−10], with ⟨𝐼⟩ ≈ 0. Each
particle is iterated up to 𝑁 = 106 times. We compute the fraction of
particles that escape through either the bottom or top exit as a function
of the survival region limits, 𝐼esc, for 𝜀 = 1.0 × 10−3, 𝜀 = 2.0 × 10−3,
and 𝜀 = 3.0 × 10−3 (Fig. 6). For small survival regions, we observe that
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Table 2
Fraction of initial conditions that escape through the bottom (𝑝B) and top (𝑝T) exits
and that never escapes (𝑝∞) calculated from the escape basins in Fig. 5.

Fig. 5 𝑝B 𝑝T 𝑝∞ 𝑝B/𝑝T
(a2) 0.498364 0.501601 0.000035 0.993548
(b2) 0.513745 0.484148 0.002107 1.061132
(c2) 0.502372 0.467406 0.030222 1.074810
(d2) 0.606776 0.327269 0.065954 1.854058

Fig. 6. Fraction of initial conditions that escape through the (red) bottom exit and
the (blue) top exit as a function of the exit’s position with (a) 𝜀 = 1.0 × 10−3, (b)
𝜀 = 2.0 × 10−3, and (c) 𝜀 = 3.0 × 10−3. We considered an ensemble of 106 randomly
chosen initial conditions on the interval (𝜃, 𝐼) ∈ [0, 1) × [−1.0 × 10−10 , 1.0 × 10−10]. (For
interpretation of the references to color in this figure legend, the reader is referred to
the web version of this article.)

the escapes are evenly distributed between both the bottom and top
exits. As 𝐼esc increases, there is a tendency for the particles to escape
through the bottom exit, more prominently for 𝜀 = 1.0×10−3 [Fig. 6(a)],
characterizing the ratchet effect.

According to Gong and Brumer [44], the average of 𝐼 over an
ensemble of initial conditions, ⟨𝐼⟩, represents the net current and the
ratchet effect can also be characterized by a nonzero mean action. Thus,
we calculate the average of the action as a function of time for the same
previously used ensemble of 106 randomly chosen initial conditions
for the same three distinct values of 𝜀 used in Fig. 6 [Fig. 7(a)]. We
observe a nonzero net current for all three cases for times 𝑛 > 102. The
mean value of 𝐼 increases with 𝜀 because the volume of the chaotic
component is larger for larger 𝜀.

Therefore, we have enough numerical evidence to state that the
Hamiltonian nontwist mapping, given by Eq. (4), exhibits the Hamilto-
nian ratchet effect. To understand the cause of this directed transport,
we consider a single chaotic initial condition, (𝜃, 𝐼) = (0.5, 1.0 × 10−10),
and iterate it for 𝑁 = 109 times with 𝜀 = 1.0 × 10−3, 𝜀 = 2.0 × 10−3,
and 𝜀 = 3.0 × 10−3. We count the time it spends in both upper (𝐼 > 0)
and lower (𝐼 < 0) regions of phase space. From this, we obtain two
collections of recurrence times {𝑡(U)} and {𝑡(L)} ,
𝑗 𝑗=1,2,…, (U) 𝑗 𝑗=1,2,…, (L)

6 
Fig. 7. (a) The average of the action for an ensemble of 𝑀 = 106 initial conditions
randomly distributed on 𝐼 = 1.0 × 10−10 at 𝑛 = 0 for (green) 𝜀 = 1.0 × 10−3, (yellow)
𝜀 = 2.0 × 10−3, and (blue) 𝜀 = 3.0 × 10−3. (b) The cumulative distribution of recurrence
times for the (full lines) top (𝐼 > 0) and (dashed lines) bottom (𝐼 < 0) regions of phase
space. (c) Moments of the distribution of recurrence times normalized to ⟨𝑡⟩. (For
interpretation of the references to color in this figure legend, the reader is referred to
the web version of this article.)

where  (U) and  (L) are the total number of recurrence times for
the upper and lower regions, respectively,1 and define the probability
distribution of recurrence times as 𝑃 (U,L)(𝑡) for both collections of
recurrence times. Alternatively, we define the cumulative distribution
of recurrence times, 𝑄(U,L)(𝜏), as follows:

𝑄(U,L)(𝜏) =
∑

𝑡>𝜏
𝑃 (U,L)(𝑡) = 𝑀 (U,L)

 (U,L) , (9)

where 𝑀 (U,L) is the number of recurrence times larger than 𝜏, i.e., the
number of occurrences where 𝑡 > 𝜏, for the respective regions with
𝜏 ∈ [1, 2,… , 𝑡max], where 𝑡max is the largest recurrence time detected.
Fig. 7(b) shows the cumulative distribution of recurrence times for the
three values of 𝜀 mentioned above for both collections of recurrence
times, where the full lines correspond to the upper region while the
dashed lines to the lower one. We observe a power law tail for larger
𝜏, characteristic of systems that exhibit the stickiness effect [19–24].
Furthermore, we observe different distributions for the upper and lower
recurrence regions [full and dashed lines, respectively, in Fig. 7(b)]:
the decay is faster for the upper region. The difference between these
two distributions becomes more evident when we calculate the higher
moments of 𝑃 (𝑡):

⟨𝑡𝑚⟩ = ∫

𝑡max

0
𝑡𝑚𝑃 (𝑡) d𝑡 . (10)

In Fig. 7(c) we show the moments up to 𝑚 = 10 normalized to
⟨𝑡⟩. Starting from 𝑚 = 2, the difference in the moments of the upper

1 For the mentioned number of iterations, we obtained  ∼ 106 for all
values of 𝜀.
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Table 3
The first moment, i.e., the mean recurrence time, of the recurrence time distributions
for different values of 𝜀 for the upper and lower regions of phase space.
𝜀 ⟨𝑡⟩(U) ⟨𝑡⟩(L) ⟨𝑡⟩(L) − ⟨𝑡⟩(U)

1.0 × 10−3 1.31 × 102 1.51 × 102 0.20 × 102

2.0 × 10−3 1.02 × 102 1.33 × 102 0.31 × 102

3.0 × 10−3 0.83 × 102 1.21 × 102 0.38 × 102

Fig. 8. The 𝐼rms as a function of the number of iterations for four distinct values of the
perturbation 𝜀. The colored dots indicate the transition point from the growth regime
to the constant plateau of saturation. These points are determined by the intersection
of the line obtained from the fitting of 𝐼rms versus 𝑛 in the growth regime and the
horizontal line 𝐼rms = 𝐼rms,sat . (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)

and lower distributions is already noticeable. Moreover, there is a
substantial difference in the first moments as well (Table 3).

Therefore, the difference in the upper and lower distribution is
evidence of an unbalanced stickiness in phase space. This phenomenon
makes chaotic orbits to stick in the upper and lower region of phase
space unevenly due to the spatial asymmetry with respect to the 𝐼 = 0
line, creating the directed transport. Similar results have been reported
in Ref. [62] for the extended standard nontwist map. It is important to
emphasize, however, that it is the existence of asymmetric islands that
leads to such a phenomenon, i.e., there is no symmetry transformation
between the upper and lower islands. Additionally, the perturbation 𝜀
and the survival region also influence the transport (Fig. 6). In regions
without stability islands, the particles escape evenly from the bottom
and top exits.

4. Critical exponents and scaling law

In this section, we analyze the diffusion of chaotic orbits in phase
space and the scaling properties of the chaotic component of phase
space. We use the square root of the averaged squared action, defined
as

𝐼rms =

√

√

√

√

√

1
𝑀

𝑀
∑

𝑖=1

1
𝑛

𝑛
∑

𝑗=1
𝐼2𝑖,𝑗 , (11)

where 𝑀 corresponds to an ensemble of initial conditions and 𝑛 is the
length of the time series, as our observable.

The behavior of 𝐼rms is shown in Fig. 8 for different perturbation
values 𝜀. The curves exhibit an accelerated growth regime for small
𝑛 whereas for large 𝑛, they achieve a saturation limit, characterized
by a constant plateau due to the bounded phase space area. The
transition from accelerated growth to the constant plateau is given by a
characteristic crossover number 𝑛𝑥. The behavior discussed above can
be characterized by four critical exponents, namely, 𝛼, 𝛽, 𝛾, and 𝑧. To
obtain them, we assume the following scaling hypotheses [81,95–100]
7 
1. For times 𝑛 ≪ 𝑛𝑥, 𝐼rms scales as

𝐼rms ∼ (𝑛𝜀𝛼)𝛽 , (12)

where 𝛼 is the transport exponent and 𝛽 corresponds to the
acceleration exponent.

2. For 𝑛 ≫ 𝑛𝑥 the curve saturates, and the saturation value depends
on 𝜀 as

𝐼rms,sat ∼ 𝜀𝛾 , (13)

where 𝛾 is the saturation exponent.
3. Finally, there is a changeover from an accelerated regime of

growth to a constant plateau, identified by the crossover number
𝑛𝑥 and

𝑛𝑥 ∼ 𝜀𝑧, (14)

where 𝑧 is the crossover exponent.

Therefore, using these scaling hypotheses, we describe the behavior
of 𝐼rms by a generalized homogeneous function, given by [95–97]

𝐼rms(𝑛𝜀𝛼 , 𝜀) = 𝓁𝐼rms(𝓁𝑎𝑛𝜀𝛼 ,𝓁𝑏𝜀), (15)

where 𝓁 is a scaling factor and 𝑎 and 𝑏 are characteristic exponents. It
is convenient to set 𝓁𝑎𝑛𝜀𝛼 = 1, leading us to

𝓁 = (𝑛𝜀𝛼)−1∕𝑎. (16)

By substituting Eq. (16) into Eq. (15), we obtain

𝐼rms(𝑛𝜀𝛼 , 𝜀) = (𝑛𝜀𝛼)−1∕𝑎𝐼rms(1, (𝑛𝜀𝛼)−𝑏∕𝑎𝜀). (17)

We assume 𝐼rms(1, (𝑛𝜀𝛼)−𝑏∕𝑎𝜀) = const for 𝑛 ≪ 𝑛𝑥, and comparing
Eq. (17) with the first scaling hypothesis, Eq. (12), we find 𝑎 = −1∕𝛽.

Analogously, we set 𝓁𝑏𝜀 = 1 and obtain

𝓁 = 𝜀−1∕𝑏. (18)

Using Eq. (18), we can rewrite Eq. (15) as

𝐼rms(𝑛𝜀𝛼 , 𝜀) = 𝜀−1∕𝑏𝐼rms(𝜀−𝑎∕𝑏𝑛𝜀𝛼 , 1), (19)

where 𝐼rms(𝜀−𝑎∕𝑏𝑛𝜀𝛼 , 1) is assumed to be constant for 𝑛 ≫ 𝑛𝑥 (saturation
regime). Therefore, upon comparing Eqs. (19) and the second scaling
hypothesis, Eq. (13), we find 𝑏 = −1∕𝛾.

Therefore, the critical exponent 𝑧 can be obtained by combining the
two scaling factors, Eqs. (16) and (18), together with the values of 𝑎 and
𝑏 we have just found, at the transition point 𝑛 = 𝑛𝑥. Indeed, we obtain

𝑛𝑥 = 𝜀
𝛾
𝛽 −𝛼 . (20)

Finally, by comparing Eq. (20) with the third scaling hypothesis,
Eq. (14), we obtain the following scaling law

𝑧 =
𝛾
𝛽
− 𝛼. (21)

Through numerical simulations, we obtain all these exponents. The
acceleration exponent 𝛽 is obtained by plotting 𝐼rms versus 𝑛 (Fig. 8)
and performing a power law fitting 𝑓 (𝑛) = 𝐵𝑛𝐴 over the regime of
growth. The exponent 𝛽 brings important information about diffusion.
If 𝛽 = 0.5, normal diffusion dominates the dynamics. Exponents larger
(smaller) than 0.5 means super (sub) diffusion. We find that the ex-
ponent 𝛽 corresponds to 𝐴, and equals 𝛽 = 0.475 ± 0.008,2 slightly
less than 0.5, meaning the diffusion process is sub diffusive. From the
same power law fitting, we find 𝐵 = 𝜀𝛼𝛽 . From different values of 𝜀 we
obtain different values of 𝐵 and from a power law fitting of 𝐵 versus

2 We performed the power law fitting for several values of 𝜀 (those
indicated in Fig. 9) and this value corresponds to ⟨𝛽⟩ ± 𝜎𝛽 , where ⟨⋅⟩ is the
mean and 𝜎 is the standard deviation.
𝛽
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Fig. 9. (a) The exponent 𝐵(𝜀) from the power law fitting of 𝐼rms versus 𝑛 (Fig. 8), 𝐼rms = 𝐵𝑛𝛽 as a function of 𝜀. It scales with 𝜀 as 𝐵 ∼ 𝜀𝛼𝛽 , and from the optimal fitting we
obtain 𝛼𝛽 = 1.006 ± 0.008. (b) The saturation value of 𝐼rms, 𝐼rms,sat as a function of 𝜀. The saturation value is obtained for 𝑛 ≫ 𝑛𝑥 and it scales as a power law, with exponent
𝛾 = 0.724 ± 0.008. (c) The transition point, 𝑛𝑥, from the growth regime to the constant plateau of saturation (colored dots in Fig. 8) as a function of 𝜀. It depends on 𝜀 as a power
law, and from the optimal fitting we obtain for the crossover exponent 𝑧 = −0.59 ± 0.02. (d) The overlap of all curves in Fig. 8 onto a single, and hence, universal curve after the
transformations 𝑛 → 𝑛∕𝜀𝑧 and 𝐼rms → 𝐼rms∕𝜀𝛾 .
𝜀 [Fig. 9(a)], we obtain 𝛼𝛽 = 1.009 ± 0.009, such that the transport
exponent is 𝛼 = 2.12 ± 0.05.

The saturation exponent, 𝛾, is obtained using the second scaling
hypothesis, Eq. (13). We plot the saturation point of 𝐼rms, 𝐼rms,sat , as
a function of 𝜀 and perform a power law fitting [Fig. 9(b)] to obtain
𝛾 = 0.724 ± 0.008. As for the crossover exponent, 𝑧, defined by the
third scaling hypothesis, Eq. (14), we plot the point 𝑛𝑥 that marks the
transition from a growth regime to the constant plateau of saturation
observed in Fig. 8 as a function of 𝜀 [Fig. 9(c)]. These points are
indicated as colored dots in Fig. 8. Through a power law fitting, we
obtain 𝑧 = −0.59±0.02. Instead of performing the last mentioned power
law fitting to find 𝑧, we could use the scaling law, given by Eq. (21), to
obtain 𝑧 given 𝛼, 𝛽, and 𝛾. We obtain, in this case, 𝑧 = −0.6±0.1, which
remarkably agrees with the value obtained numerically, with a larger
uncertainty, however. Furthermore, under the transformations 𝑛 → 𝑛𝜀𝑧,
𝐼rms → 𝐼rms∕𝜀𝛾 , the curves 𝐼rms versus 𝑛 for different 𝜀 overlap onto a
single, and hence, universal curve [Fig. 9(d)], confirming, therefore,
the scaling invariance in the chaotic component of phase space.

Let us now discuss our first scaling hypothesis, Eq. (12). We have
assumed that 𝐼esc scales with the perturbation 𝜀 with an exponent of 𝛼𝛽.
In several other works, the transport exponent has been assumed 𝛼 = 2
ad hoc to validate the scaling assumptions [81,95–100], given that the
acceleration exponent is 𝛽 = 0.5, resulting in 𝛼𝛽 = 1, for these cases.
In a more recent work, Leonel et al. [84] demonstrated analytically
the presence of the term 𝜀2 for the Leonel mapping. This leads to
𝛽 = 0.5 in order to satisfy 𝛼𝛽 = 1. Here, instead of assuming a priori
a value for 𝛼 or for the product 𝛼𝛽, we have proposed a more general
scaling hypothesis [Eq. (12)] with which we have numerically obtained
𝛼𝛽 = 1 (within numerical errors). In our case, the acceleration exponent
slightly deviates from the value for the Leonel mapping, namely, 𝛽 =
0.475 ± 0.008, resulting in a transport exponent of 𝛼 = 2.12 ± 0.05.

5. Conclusions

The 𝐄 × 𝐁 drift motion is observed in many plasma devices and
plays a major role in the anomalous transport of particles. In magnetic
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confinement devices, 𝐄 × 𝐁 shear is responsible for reducing turbu-
lence levels, improving the confinement. Thus, understanding this drift
motion is crucial for improving plasma confinement and optimizing
various applications. In this paper, we have explored the transport
and diffusion of particles in the chaotic component in phase space in
a newly reported nontwist Hamiltonian mapping, that describes the
advected particle motion under the 𝐄 × 𝐁 drift. Firstly, our analysis
focused on the properties of the survival probability considering two
exits symmetrically placed on phase space with respect to the 𝐼 = 0
line. We have demonstrated that the survival probability follows an
exponential decay when the chaotic sea dominates the survival region.
For survival region defined with 𝐼esc > 𝐼𝑓𝑖, where 𝐼𝑓𝑖 is the center of the
elliptical fixed point of the first period-1 island, the survival probability
follows a stretched exponential with a power law tail for long times.
Furthermore, we have shown that the decay rate scales with 𝐼esc as a
power law for 𝐼esc < 𝐼𝑓𝑖, with exponent 𝜁 = −1.865±0.007. By rescaling
the horizontal axis of the plot 𝑃 (𝑛) × 𝑛 by 𝑛 → 𝑛𝐼𝜁esc, we have found
that the survival probability curves overlap into a single, and hence
universal, plot for small survival regions, indicating that the survival
probability maintains its behavior regardless of the size of the survival
region.

Secondly, we investigated whether the chaotic transport of particles
has a preferential direction, i.e., whether the system exhibits unbiased
transport. We have shown that considering particles distributed uni-
formly over the whole available phase space or particles randomly
distributed over a small region around 𝐼 = 0, both ensembles initially
with ⟨𝐼⟩ ≈ 0, the tendency is for the particles to escape through the
bottom exit, thus exhibiting the so-called ratchet effect. The mechanics
responsible for this effect is an unbalanced stickiness due to asymmetry
of the chaotic component in phase space with respect to the line 𝐼 = 0,
i.e., the invariant spanning curves that bound the phase space are
not symmetrical. This asymmetry generates a nonzero net current of
particles due to different trapping times in the upper (𝐼 > 0) and lower
(𝐼 < 0) regions of phase space. The cumulative distribution of recur-
rence times and the difference in the moments of the distribution of
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recurrence times support our claim for the existence of an unbalanced
stickiness in phase space. To the best of our knowledge, the existence
of a ratchet current in the 𝐄 × 𝐁 drift motion has not been reported
n the literature. This fact has complex implications for the impurity
ransport, heating, and instabilities in the plasma, and future studies
re necessary to better understand them.

Lastly, we presented a phenomenological description of diffusion
n the chaotic component of phase space. We have chosen as our
bservable the square root of the averaged square action, 𝐼rms, and
pon assuming three scaling hypotheses, we have found that the be-
avior of 𝐼rms is characterized by four critical exponents. One of the
xponents, 𝛽, characterizes the diffusion process. We have obtained 𝛽 =
0.475 ± 0.008, which is slightly below 0.5, indicating that the diffusion
process is subdiffusive. The subdiffusive nature of the system is related
to the trappings that generate the stickiness effect a chaotic orbit
experiences throughout its evolution [101]. We have also derived an
analytical scaling law relating these four exponents and from extensive
numerical simulations, we have obtained all of them and showed that
they remarkably agree with the scaling law. Our scaling hypotheses
were supported by the collapse of the 𝐼rms curves onto a single, and
hence universal, curve. Additionally, even though the obtained scaling
law [Eq. (21)] is similar to the Family-Vicsek scaling discussed in
Ref. [102], it is not directly connected. Nonetheless, this similarity
motivates us to explore whether there is a correlation length that
reaches the size of the bounded phase space area in the saturation
regime. We intend to investigate this in a forthcoming paper.
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